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The emerging "information super-highway" and
accelerating improvements in computer and mass
storage technologies will soon make multimedia
services, such as video-on-demand (VOD), a reality.
Since a media server will be required to move a
large amount of data over distribution networks, its
1/0 subsystem design is critical to its success. The
current most popular I/O interface SCSI has many
problems in an I/O intensive environment, because
of its limited bandwidth, unfair channel arbitration
protocol, etc. In this paper, we explore a new
technology, Fibre Channel, as a storage interface
for video servers. Specifically, we study Fibre
Channel loop topology that attaches multiple disk
drives to a server host. In order to compare the
performance of the new Fibre Channel interface
with parallel SCSI, we built a video server
simulator that simulates the behavior of both
interfaces. The results show that with the same
number of disks and the same system
configurations, one Fibre Channel loop can achieve
50% higher performance (measured by the number
of concurrent streams supported by the server) than
four fastlwide SCSI channels. Our results show
that Fibre Channel is attractive as a videolmedia
server I/O interface. We also analyze the buffer
size requirements and I/O transfer size for various
configurations.
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1. Introduction

The emerging "information super-highway" and accelerating improvements in computer and
mass storage technologies will soon make multimedia services, such as video-on-demand
(VOD), a reality. To provide such services, servers must continuously read compressed video
data from storage and deliver the data to a distribution network in a timely fashion. Similarly,
other on-demand services, such as home-shopping, game-on-demand, news-on-demand, etc., can
be provided. In contrast to CPU-bound systems, these media servers are actually data movement
engines, since their main responsibility is to move a large amount of data from storage to distri­
bution networks. For such servers, the I/O subsystem design is critical to the success of the entire
system.

Currently, the most popular disk I/O interface is the Small Computer Systems Interface [1]
(SCSI, pronounced "scuzzy"). While SCSI achieves satisfactory performance for many applica­
tions such as transaction processing and NFS file servers, it has a few disadvantages when used
with media servers. First, SCSI has a limited 20 mega-bytes per second bandwidth. In order to
support hundreds of concurrent movie streams that require a large sustained data bandwidth,
multiple SCSI channels are necessary. Second, SCSI has an unfair bus arbitration scheme. I/O
devices on a SCSI bus have different priorities, depending on their SCSI bus ill. If several de­
vices arbitrate for the bus simultaneously, the one with the highest priority wins. This could
cause serious problems for video servers, since in this environment, I/O requests carry time con­
straints and requests to low priority devices are more likely to miss their deadlines.

Fibre Channel (FC) is a new serial link defined by the ANSI X3T9 Technical Committee as an
industry standard [2]. It provides a general transport vehicle for Upper Level Protocols (ULP),
such as IPI, SCSI, HIPPI, IP, IEEE 802.2, etc. The bandwidth it provides can be as high as 100
mega-bytes per second, which is five times that of SCSI. Multiple systems or devices can have
point-to-point connections through FC switches. In order to avoid the switch costs, Fibre Chan­
nel also defines a loop topology that provides a shared media to multiple devices and systems. In
an FC loop, each node arbitrates the shared link following a fair arbitration algorithm, as dis­
cussed in Section 2.3.

In this paper, we explore the use of Fibre Channel as a storage interface for video servers by
running SCSI protocol over the FC loop. The purpose of this paper is to provide a quantitative
study on this emerging technology for data intensive applications. In order to compare its per­
formance to parallel SCSI, a video server simulator has been built that simulates both interfaces
under the same workload and system configuration. The results show that, while an FC loop
provides only a 25% higher bandwidth than four fast/wide SCSI channels, a server with an FC
loop can provide a 50% higher performance (measured by the maximum number of concurrent
movie streams supported) than its four-SCSI counterpart. This highlights the potential of Fibre
Channel replacing SCSI as a future storage interface for I/O intensive systems such as video
servers or media servers. By using the video server simulator, we also study some interesting re­
lated issues, such as the appropriate number of disks to attach to an FC loop, the buffer memory
requirement for each movie stream, the impact of varying the I/O transfer size on system per-
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formance, etc. While a transfer size of 256KB was recommended in a previous study [3], the re­
sults from our integrated system level video server simulator show that a 256KB transfer size can
achieve a slightly better performance than a 128KB transfer size only when the required system
buffer memory is doubled. Therefore, we consider a 128 KB transfer size being more appropriate
for video servers in terms of the performance/cost trade-off. Lastly, although the initial develop­
ment cost for FC might be a little high, FC disk vendors have already committed to the price of
fast/wide differential SCSI disks when FC drives come to the market.

Both Fibre Channel and video server design are relatively new areas about which little can be
found in the literature. Cummings [4] briefly described the general concept of Fibre Channel and
the high level architecture of connecting peripherals to systems. Anujan Varma et al. studied the
performance of FC switching systems [5,6]. Getchell and Rupert discussed an FC-based local
area network [7]. A comparison of FC and 802 MAC services was studied by Ocheltree, Tsai,
Montalvo, and Leff [8]. Recently, Anzaloni et al. proposed a design solution for an FC-to-ATM
intemetworking gateway [9]. For FC loop topology, to our knowledge, no previous work has ap­
peared in the literature. In the video server I/O subsystem area, Rangan et al. [10,11,12] pre­
sented a data layout scheme that divides a movie into blocks. These blocks are scattered on disk
surfaces, with "gaps" between adjacent blocks. Keeton and Katz [13] presented an interesting
scheme to layout video data for playback in different resolutions. This scheme requires video
compression algorithms that support decomposition by resolution. Berson et al [14] proposed a
staggered method of striping multimedia information across multiple disks based on worst case
analysis. Kenchammana-Hosekote and Srivastava [15] studied the issue of scheduling storage
devices to guarantee rate requirements for continuous media. This work is also based on worst
case analysis. By taking advantage of the multiple-zone-recording feature of modem disk drives,
Chen and Thapar [16] studied a way of laying out "hot" movies in outer zones, which achieved
an up to 20% of improvement on disk I/O performance. On the same issue, Birk [17] proposed a
scheme which pairs each track in an outer zone with a track in an inner zone and places movies
on the track pairs. Other work on video server buffer management and multicasting can be found
in [18] and [19].

The remainder of the paper is organized as follows: Section 2 describes Fibre Channel and loop
topology; Section 3 describes the video server model; the performance evaluation of Fibre Chan­
nel interface as well as the SCSI interface is given in Section 4; and Section 5 summarizes this
paper.

2. The Fibre Channel Interface

2.1. Why Fibre Channel?

Because of its rich upper-level protocol support, Fibre Channel can be applied to a wide variety
of areas, such as networking, storage interface, system interconnect between clustered worksta­
tions, etc. It also allows the direct attachment of mass storage devices to networks, which en­
ables multiple hosts to share storage devices in a distributed environment.

As a storage interface, Fibre Channel has four main advantages over SCSI,
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• Fairness:

The SCSI unfair arbitration problem described in Section 1 may cause serious problems in
real-time environments with video servers. However, Fibre Channel, when used as a shared
media, does define a fair algorithm for media arbitration. We will describe this algorithm
later in Section 2.3.

• High Bandwidth:

Fibre Channel provides a bandwidth of 100 MB/sec for data transfer, which is five times that
of a fast/wide SCSI channel (20 MB/sec).

• Reliability:

Fibre Channel is a serial interface, which is typically more reliable than a parallel interface
(such as SCSI) in terms of signaling, cabling, and physical connectors.

• Distance:

Fibre Channel allows a distance of up to 10 kilometers between a storage device and its host.
This is a critical feature for applications that require duplicate data to be stored in different
buildings or even different cities to protect against disasters. In contrast, the distance be­
tween a SCSI device and its host must be less than 25 meters.

2.2. Fibre Channel Protocol Stack and Service Classes

Like the ISO/OSI networking protocols, Fibre Channel also defines layered protocols for its data
transfer.

FC-4 ISCSI I~ I HIPPI 1···1 IPI- 31
FC-3 Common Service I
FC-2 Framing / Flow Control I
FC-loS Arbitrated Loop Protocol I
FC-} 8b / lOb Encode / Decode

I

FC-O Physical I
Figure 1: Fibre Channel Protocol Stack.

The protocol stack shown in Figure 1 defines the following layers:

• FC-O defines the physical layer, which includes the fibre, connectors, and optical/electrical
parameters for a variety of data rates. The physical media may be fibre optics, coax, or
twisted pair;
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• FC-I defines the transmission protocol, which includes serial encoding and decoding, and
error control;

• FC-I.5 defines the Fibre Channel arbitrated loop protocol, which allows the attachment of
multiple communication points to a loop without hubs and switches;

• FC-2 defines the signaling protocol, which includes the frame structure, byte sequences, and
flow control mechanisms;

• FC-3 defines a set of services, which are common across multiple ports of a node;

• FC-4 defines the mapping between low-level Fibre Channel and high-level protocols such as
SCSI, IP, etc.

For example, if a host sends a SCSI command to a storage device (e.g. disk) to read 64K bytes
of data, the command block is packetized into a Fibre Channel frame that is sent to the disk.
Since the maximum size of a Fibre Channel frame is 2K bytes, the 64KB data is decomposed
into 32 frames and sent from the disk to the host in the Data phase. Finally, a Status frame is sent
from the disk when the I/O completes.

The current Fibre Channel standard defines three classes of service, which are distinguished pri­
marily by the methodology used to allocate and retain the communication circuit between nodes.

• Class I -- Dedicated Connection:
Dedicated connections must be established before transferring data frames. Once a con­
nection is established, the bandwidth is guaranteed until one party releases the connection.

• Class 2 -- Multiplex:
This is a connectionless service on a frame-by-frame basis. The Fabric, if present, routes
the frame to the destination node. An end-to-end acknowledgment is required in this class
of service.

• Class 3 -- Datagram:
This is also a connectionless service and is distinguished from the Class 2 service by not
requiring the end-to-end acknowledgment.

In addition, Fibre Channel also defines an "intermix" of services that interleave Class 2 and
Class 3 frames during an established Class I connection. In this case, Class I frames have a
higher priority than Class 2 and Class 3 frames.

2.3. Fibre Channel Loop Topology

Since the Fibre Channel arbitrated loop provides a cost effective way of connecting multiple
disks to video servers without switches, in this subsection, we briefly describe the loop topology
and the loop arbitration algorithm.
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Figure 2: Fibre Channel Arbitrated Loop Topology.

Figure 2 shows a Fibre Channel Loop with five nodes, one host and four disks (multiple hosts are
allowed). Each node has a port consisting of a transmitter and a receiver. The loop topology fol­
lows the same Fibre Channel point-to-point communication philosophy, i.e., only two nodes in
the loop can communicate with each other at a time. Since all of the nodes share the same link,
an arbitration is required before a node is allowed to hold the link for transmission.

Unlike the SCSI priority arbitration rule, Fibre Channel defines a fair arbitration algorithm,
which includes an access window. Whenever a node wants to arbitrate, it joins the window. If a
node wins arbitration once, it must wait until all the other nodes in the current window have had
a chance to win an arbitration. At that time, a new window is started, and each node has a chance
to arbitrate again. This guarantees that each disk has an equal chance to transfer data. The only
exception is that hosts can be assigned a high priority during the loop initialization phase. This
allows hosts to send commands to multiple disks promptly.

3. The Video ServerModel

In order to study the behavior of the Fibre Channel interface, we built a video server simulator
that simulates the activities of a server in detail. The video server model is shown in Figure 3.

Movie Re(

Data
Buffer
Mgr

Fibre Channel
SCSI Channel

EI Disks
...
EI

Figure 3: The Video Server Model.
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3.1. Movie Data Layout

In this model, movies are striped across all the disks attached to the server, with a striping depth
equal to the I/O transfer size. For example, in Figure 4 a movie is decomposed into segments, AI,
A2,...An, with each segment stored on a separate disk (the segment Ak+l is wrapped around to
Disk 1 again). During play back, the server issues the first I/O request to Disk 1, the second re­
quest to Disk 2, ..., at certain time intervals determined by the stream bit-rate and the buffer size
allocated to the stream as discussed in Section 3.2. Each movie is pre-allocated to contiguous
cylinders at certain location on the disks according to a layout strategy (16]. All I/O requests gen­
erated by a stream are directed to its cylinder locations.

Movie A ...
Disk I Disk 2 Disk 3 Disk 4 Disk 5 DiskK

3.2. Buffer Management

Figure 4: Data Striping across all Disks.

When a viewer movie request arrives, the server allocates a main memory buffer to that stream.
The buffer space is divided into segments that have the same size as those described in Section
3.1. Movie segments are pre-fetched and played back in round-robin order. When a movie seg­
ment has been played-back, the server issues the next I/O request immediately to fill the free
buffer. Thus, with a constant bit-rate (which is assumed in the simulation), the generation of I/O
requests for each stream is triggered by periodic signals, and each I/O request carries a deadline
which is equal to the total play-back time of all the remaining segments assigned to the stream.
Obviously, the play-back time of each segment is a function of the stream bit-rate and the seg­
ment size. At a 3 Mb/sec bit-rate and 128KB segment size, if the stream is assigned a 512 KB
buffer space, then I/O requests are issued at periods of 333 milliseconds and each I/O request for
this stream carries a deadline of one second.

3.3. System Workload and I/O Access Patterns

In this model, multiple viewers randomly generate movie requests. Each request selects a particu­
lar movie according to a movie hotness distribution. Movie lengths are uniformly distributed
between 100 and 120 minutes. A movie request can also select a play-back rate for different
qualities of display. For simplicity, however, the results reported below use a fixed stream bit­
rate of 3 Mbit/sec, and there are no fast-forward or fast-backward operations. When a movie fin­
ishes, the viewer returns to a "think" state for a random period of time and then generates an­
other movie request.

By using the above data layout and buffer management strategies, for each disk, say Disk 1, a
conceptual service round consists of the period between the arrival of request Al and request
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Ak+1. All requests arriving at Disk 1 during this period belong to different streams. Therefore,
disk seeks are expected between servicing requests. This results in a "large random access"
pattern on each disk, where "large" is relative to the accesses to traditional file servers and data­
base systems. Since at any time, only a fraction of the total streams may have I/O outstanding to
Disk 1, and the SCAN algorithm is used for disk queues, this results in a scheme similar to the
"Group Sweeping Scheme" (GSS) [20], but with moving group boundaries.

3.4. Storage Interface

For the storage interface, which is the most interesting part of this study, we simulated the Fibre
Channel SCSI protocol FCP in detail. We assumed that one Fibre Channel loop was attached to
the server with 1G bit per second of bandwidth, multiple disks were connected to the loop, and
the loop length was less than 20 meters. The simulator simulated the Fibre Channel loop arbitra­
tion, loop open and close, as well as the SCSI Command, Data, and Status phases carried over
the Fibre Channel link. Class 3 service was adopted. We also simulated four parallel fast/wide
SCSI channels for comparison. Movies were striped across the four SCSI channels so that each
channel received the same workload. Since many server platforms do not support an odd number
of SCSI channels, we used four SCSI channels instead of five for practical reasons.

4. Performance Results

In this section, we report the results obtained from the video server simulator described in Sec­
tion 3 above. The performance metric used was the total number of concurrent streams the server
could support. We varied the number of disks attached to the server and the total amount of
buffer space assigned to each stream. The results were compared to systems using four fast/wide
SCSI channels with the same number of disks and the same size of buffers.

Table 1: SimulationParameters.

System Parameters:
Movie Stream Bit Rate 3 Mbit/sec
Movie Length 100 - 120 min.
Num. of FC Loops 1
Num. of FIW SCSI Channels 4

Num. of Disks 4- 60
I/O Transfer Size 64K, 128K, or 256K

Buffer Size per Stream 256K- 2M

Disk Parameters:
Avg. Seek Time (ms) 10.5 ms
Data Transfer Rate 3.1 - 5.3 Mbytes Isec
RPM 5400
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For simplicity, we assumed that each movie had the same probability of being selected. Table 1
lists several of the simulation parameters. The disk parameters are from current typical drives.
We also simulated some of the state-of-the-art disk drives with different parameters. Their results
are reported in Section 4.2.

The performance results identify the maximum number of concurrent movie streams that can be
serviced without any I/O request missing its deadline. Each data point is obtained by averaging
10 runs. Within each run, 500 movies are viewed by multiple viewers. Since a movie lasts 110
minutes on the average, at a 3 Mbit/sec stream rate and a 128KB I/O transfer size, each movie
stream generates about 20,000 I/O requests. Hence, each data point obtained from the simulator
corresponds to 108 I/O requests issued without a single loss.

4.1. Fibre Channel vs. SCSI

Figure 5 illustrates the performance results of comparing one Fibre Channel loop with four
fast/wide SCSI channels. Figure 5(a) shows a 512K buffer allocated to each stream, and (b) a
1MB buffer allocated to each stream, both with an I/O transfer or segment size of 128KB.

(8). 128K Xfer, 512K Buf/Strm (b). 128K Xfer, 1M Buf/Strm
250 250

1=:=:~SII I::::~SII200 200
11/

~E
~ 150 ~ 150ti) ti)
'0 '0.. ..
11 100 11 100
E E
:::l :::l
Z z

50 50

0 0
0 20 40 60 0 20 40 60

Number of Disks Number of Disks

Figure 5: Performance ofFibre Channel vs. SCSI.

From the figure, we see that when the number of disks is less than 20, there is no difference be­
tween one Fibre Channel loop and four fast/wide SCSI channels, since the disks are the bottle­
neck when channel utilization is relatively low. When more disks are added, channel contention
increases, and the SCSI low bandwidth and unfair arbitration problem become more dominant,
causing the SCSI channel to become a bottleneck. Adding more disks increases storage capacity,
but does not help system performance. On the other hand, the Fibre Channel link becomes satu­
rated when 40 disks are connected to the loop. Overall, while the FC loop provides a 25% higher
bandwidth than four fast/wide SCSI channels in this configuration, the FC loop could perform
50% to 60% better than four fast/wide SCSI channels. Out of the 100MB theoretical peak band­
width, an FC loop can actually achieve 80MB/sec of data bandwidth, and the remaining band-
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width is taken by various overheads, such as arbitration, open, close, etc. On the other hand, the
four fast/wide SCSI channels can achieve 55.5MB/sec of useful bandwidth (out of 80MB/sec
theoretical peak). Therefore, for five SCSI channels, which provide the same theoretical peak
bandwidth as one FC loop, we predict the maximum achievable data bandwidth to be
69.4MB/sec. The difference of 10MB/sec between one FC loop and five SCSI's is mainly caused
by the FC fair arbitration scheme.

4.2. Using Fast Disk Drives

In this section, we explore the performance impact of using higher performance disk drives. The
disk drive parameters [21] are listed in Table 2 and the results for the fast drives are plotted in
Figure 6. The fast drives were used for both the Fibre Channel and the fast/wide SCSI's.

Table 2: Disk Parameters.

Typical Drive Fast Drive
(Dl) (D2)

Avg. Seek Time (ms) 10.5 8.34

Data Transfer Rate 3.1 - 5.3 5.9 - 9
RPM 5400 7200

From the figure, we observe that the peak performance for the Fibre Channel loop remains the
same for both the faster and the slower drives. The number of disks needed to achieve peak per­
fonnance, however, is reduced for the faster drives. While more than 30 typical disks are needed
to reach peak performance, 20 fast disks may saturate the Fibre Channel link. Again, increasing
the number of disks provides more storage capacity, but does not help system performance. The
figure also shows that adding more disks to the loop hurts system performance since there is a
fixed per-node delay for all information transferred through the Fibre Channel loop. Based on the
results presented here, we can expect that in the next few years, as disk performance increases
further, even fewer disks (10 or less) will saturate a Fibre Channel loop.

(e) Fe.t Drive (512K BuflStrm) (b) Fe.t Drive (1M BuflStrm)

250 250

200 200

I jJ 150 150

'l; 'l;

I 100 I 100

" iz -SCSI-D1
~SCSI-D1

-SCSI-D2
50 .....-SCSI-D2 50 -FC-Dl

--FC-Dl
~FC-D2

--FC-D2

0 0
0 10 20 30 40 50 60 0 10 20 30 40 50 60

Number of Dleke Number of Dleke

Figure 6: Using Fast Disk Drives.
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4.3. Varying Buffer Sizes

In the previous figures, we fixed the buffer size at 512K bytes or 1M bytes per stream. Now we
study the performance impact of varying buffer sizes for each video stream. The results are
shown in Figure 7, with one Fibre Channel loop, four SCSI channels, and a 128KB transfer size.
The number of disks used was fixed at 16 and 32 for both Fibre Channel and SCSI systems. As
can be seen from the figure, there is virtually no performance difference between Fibre Channel
and SCSI when 16 disks are used. In this case, the disks are saturated when the channel utiliza­
tion is low. The optimum buffer size required is only 768K per stream. When we increase the
number of disks to 32, a significant performance difference between Fibre Channel and SCSI is
observed. In terms of buffer requirements, the Fibre Channel system needs 1M per stream to
achieve peak performance, while the SCSI system reaches its peak by using 512K to 768K buffer
per stream. Using more buffer space increases the system cost without any performance im­
provement and is not recommended.

Varying Buffer Size

250 -r------------------..,

200

50
~SCSI-16 Disks

-FC - 16 Disks
--A--SCSI-32 Disks

-M-FC - 32 Disks

o 256 512 768 1024 1280 1538 1792 2048
Buffer (KB) per Streem

Figure 7: The Performance Impact of Using Different Buffer Sizes.

4.4. Different 110 Transfer Sizes

What is the proper I/O transfer size for video streams? Intuitively, a larger transfer size per I/O
will increase the channel as well disk utilization, but may require more buffer space. A smaller
transfer size generates more control overhead, such as command processing, multiple interrupts,
and possibly more disk seeks. The benefit of using a smaller transfer size is a reduction in the
buffer space required for each stream. For SCSI systems, a smaller transfer size also helps to al­
leviate the SCSI bus arbitration unfairness problem. In Figure 8, we plot the number of concur­
rent streams as a function of buffer size under different I/O transfer sizes. The number of disks is
fixed at 32 typical drives as mentioned above. For Fibre Channel system, a relatively small trans­
fer size of 64K performs best when the buffer size per stream is less than 640K. When the buffer
size per stream is greater than 640K and less than 2M, the 128K transfer size is the best. The
256K transfer size becomes best only when there is a large buffer available that can allocate 2M
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buffer for each video stream. This implies that, for a server capable of supporting 200 concurrent
video streams, 400M bytes or more of buffer space is required. A similar situation is also ob­
served for the SCSI interface.

(a) Different Transfer Size (SCSI)

250,...-------------,

(b) Different Transfer Size (FC)

250 r------------...,

200 200.. II

J 150 J 150

'0 '0

I 100 J 100
E

'" '"z z
~64KXfer

50 -128K Xfer 50

--A-256K Xfer

0 0
0 500 1000 1500 2000 2500 0

Buffer (KB) per Stre8m

~64KXfer

-128K Xfer

--A-256K Xfer

500 1000 1500 2000 2500

Buffer (KB) per Strum

Figure 8: Using Different I/O Transfer Sizes.

5. Summary

In this paper, we studied the Fibre Channel loop as a mass storage interface for video servers that
require real-time disk I/O. We chose the Fibre Channel loop topology instead of switches in order
to avoid the high cost of a Fibre Channel fabric. Fibre Channel, a newly defined industry stan­
dard, has many advantages over SCSI, currently the most popular storage interface. First, Fibre
Channel provides I Gbit/sec of bandwidth, which is five times that of fast/wide SCSI. Secondly,
Fibre Channel loop defines a fair arbitration algorithm for the shared link, while SCSI suffers
from its priority-based arbitration protocol, which causes I/O requests directed to low priority
devices to be more likely to miss their deadlines in a real-time video server environment. In ad­
dition, a serial Fibre Channel link is more reliable than a parallel SCSI channel, and Fibre Chan­
nel allows a distance of up to 10 kilometers between storage devices and hosts, as compared to
the maximum of 25 meters allowed by SCSI.

The performance of Fibre Channel storage interface has been studied by using a video server
simulation model, which includes many components such as memory management, CPU
scheduling, disk scheduling, storage interface, etc. For the Fibre Channel interface, we simulated
the SCSI protocol FCP running over FC links with a Class 3 service. Specifically, we simulated
loop arbitration, open and close, as well as each of the SCSI Command, Data, and Status phases.
In order to compare Fibre Channel with the SCSI interface, we also simulated four fast/wide
SCSI channels with the same workload and system configurations. The results showed that the
maximum number of concurrent movie streams supported by one Fibre Channel loop could be
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50% higher than that delivered by four fast/wide SCSI channels. This makes Fibre Channel very
attractive as an I/O interface for video or media servers.

Finally, we have developed several video data layout strategies and real-time disk scheduling al­
gorithms, and have integrated them into the above video server simulator. Our next step is to test
these strategies and algorithms in an integrated environment. While a zero I/O loss ratio was tar­
geted in this study, we also plan to relax this requirement and study the system performance im­
pact under certain acceptable loss ratios as part of our future work.
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