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We present a novel technique for the design of filters for
random noise, leading to a class of filters called Occam
filters. The essence of the technique is that when a
lossy data compression algorithm is applied to a noisy
signal with the allowed loss set equal to the noise
strength, the loss and the noise tend to cancel rather
than add. We give two illustrative applications of the
technique to univariate signals. We observe that an
Occam filter can outperform the Wiener filter, but
unlike the Wiener filter, does not require prior
knowledge of the spectral properties of the noise-free
signal. We also prove asymptotic convergence bounds
on the effectiveness of Occam filters.
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1. Introduction

It is well known that random noise is hard to compress, while ordered information
is not. We exploit this property to filter random noise from signals.

Suppose that we are given a signal that is corrupted with additive random noise of
known strength. The strength may be measured as, say, the amplitude or the power
of the noise. Assume that we have at our disposal a lossy data compression routine
in the form of a black box. The black box has a knob that controls the loss allowed
of the routine, and we shall pay attention to the position of the knob when using the
box to compress the noisy signal. To begin, we set the knob at a large loss. Then,
the output of the box tracks the signal weakly, much compression has been achieved
in that the size of the output is small, and a lot of information has been lost. As we
reduce the allowed loss, the output of the box tracks the signal increasingly. When
the loss tolerance is equal to the strength of the noise, the output of the box just
begins to track the noise. As the loss tolerance is further reduced, the output of the
box tracks more of the noise. When the loss tolerance is equal to the noise
strength, will the noise and the loss add, so that the decompressed output is further
from the noise-free signal than the noisy signal? Or, will the loss cancel the noise,
so that the decompressed output closer to the noise-free signal than the noisy signal.
We show that the loss tends to cancel the noise, with the extent of the cancellation
depending on the compression achieved and how often the signal is sampled.

The above experiment suggests the following, which is the essence of our technique.
Compress the noisy signal with a lossy compression algorithm, with the allowed loss
set equal to the noise strength The decompressed signal is the filtered signal.

We use the term Occam filters to refer to the class of filters realizable by our
technique. This is because the essence of our technique is the principle of Occam's
Razor-"the simpler explanation of the observed phenomenon is more likely to be
correct".

In the first part of the paper we discuss application issues. Readers interested in
understanding the spirit of the technique rather than its theoretical foundations will
find sufficient material in this part of the paper. We illustrate the application of the
technique using two examples involving univariate functions. The first example
concerns a broad-band signal corrupted with uniformly distributed random noise.
Using a compression algorithm that operates in terms of the piecewise linear
functions, we construct an Occam filter for the problem. We then compare the
performance of our filter with the Wiener filter, which is known to be the optimal
linear filter in the least-squares sense. We find that our non-linear Occam filter
outperforms the Wiener filter, Also, our filter remains effective even when the
distribution of the noise is skewed so as to have non-zero mean, a difficult situation
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for any linear filter including the Wiener filter. The second example concerns a
smooth signal that is corrupted with normally distributed random noise. Using a
compression algorithm that operates in the spectral representation, we construct an
Occam filter for the problem. Since the Wiener filter operates in the spectral
domain as well, a comparison between the two filters is particularly interesting.
While its performance is slightly worse than that of the Wiener filter, unlike the
Wiener filter, the Occam filter does not require a priori knowledge of the spectral
properties of the noise-free signal.

In the second part of the paper, we examine the theoretical underpinnings of our
technique and obtain convergence bounds for the residual noise in terms of the
compression achieved and the sampling rate. Let s be the compressed size in bits
of the n noisy samples, when the allowed loss is equal to the noise strength.
Broadly speaking, we show that the residual noise in the filtered signal varies as
(sIn)lh..

The results of this paper appeared in preliminary form in several papers. Natarajan
(1993a) introduces Occam filters with emphasis on application; Natarajan (1993b)
presents a theoretical justificationin the learning theoretic context; Natarajan (1994)
offers a convergence bound on Occam filters under some restrictions.

Of related interest are the papers by Donoho (1992), Donoho et al (1993), and
DeVore and Lucier (1992), that examine the filtering of random Gaussian noise
using wavelets, by shifting and thresholding the transform coefficients by an amount
dependent on the noise strength, and then inverting to obtain the filtered signal.
Also of interest is the paper by Saito (1994) who observes that data compression
and filtering are related and attempts to filter normally distributed random noise by
using the wavelet basis that compresses the input data best, selected from among a
preselected class of wavelet bases. Saito justifies his technique via Rissanen's
Minimum Description Length principle. Each of these results can be viewed as
specializations of our results to the context of wavelets.

Part 1: Application

2. Preliminaries

We consider functions on the unit interval [0,1]. The limitation to the unit interval is
in the interest of convenience and is without loss of generality. For a function I and
natural number n, In refers to the sequence of uniform samples of I spaced lin
apart. Specifically, In is the sequence of n samples
{f(O), f(lIn ),f(21n ),..·,f«n -l)/n)}. We call fn a sample sequence.
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A metric over the space of sample sequences is a measure of distance between any
two sample sequences fn and gn, and is denoted by IIfn ,gn II. The power or L 2
metric is defined as

1 n-t ( )IIfn,gn 112 = -}; f(iln)- g(i/n) 2.
ni=O

(1)

Note that the power metric is the square of the Euclidean metric. The amplitude
or L I¥) metric is defined as

n-t I IIIfn,Kn III¥) = If~ f(iln)- g(iln) .

The L t metric is defined as

and measures the average absolute difference between two sequences.

(2)

(3)

The power of a sequence fn is its distance from the sequence of zeros, i.e., IIfn,01l2.
Similarly the amplitude of a sequence fn is IIfm°II I¥). In general, the strength of a
sequence fn in metric 11·11 is IIfmOIl. In the interest of brevity we will write IIfn II to
denote IIfn'°II.

With respect to a metric 11·11, a lossy compression algorithm C is a program that
takes as input a sequence fn and a loss tolerance E > 0, and produces as output a
binary string s representing a sequence Kn such that IIfmgn II < E. C is said to obey
the metric 11·11. A decompression algorithm D takes as input a binary string and
produces as output a sample sequence. In particular, the decompression algorithm
D corresponding to C would output gn on input s. We use C(fn, E) to denote the
string s obtained by running C on input fn and E, and we use D (s) to denote the
sequence gn obtained by running D on string s.

Let 11 be a random variable representing the noise. We use t: to denote the
sequence f" corrupted with noise, i.e., t. = (f(0)+ 11, f(lIn) + 11, f(21n)+ 1I, •••}.

3. The General Algorithm

Using the notation of the preceding section, we can state our filtering technique in
the form of an algorithm. In the following, the strength of the noise is measured in
the same metric as that obeyed by the compression algorithm.
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Filter~g Algorithm
input In
begin

Let II V Ilbe the strength of the noise.
Run cu; IIv II);
Decompress to obtain the filtered sequence gn;

end

As stated above, the filtering algorithm we requires the strength of the noise II v II to
be known, where 11'11 is the metric obeyed by the compression algorithm. In the
next section we present a heuristic for estimating II v II.

4. Estimating the Noise Strength

The heuristic is best illustrated via the following experiment. Suppose we had direct
access to the noise source and were able to obtain n samples of the noise v. Run
the compression algorithm on these samples, for various values of the allowed loss
E. Plot the size of the output of the compression algorithm as a function of 10g(E).
This is essentially the rate-distortion plot of the noise function. At values of E
greater than the noise strength II v 1/, the compressed size will be small, since at such
large tolerances the noise can be approximated by the constant function. As E is
reduced below the noise strength, the compressed size rises sharply, as shown
conceptually in Figure 4.1. Now suppose that we had access to the noise-free signal
f. Run the compression algorithm on In, for various values of E and plot
compressed size against log(E), to obtain the rate-distortion plot of the signal. At
large values of E the compressed size is small, and as E is reduced the compressed
size increases, as shown conceptually in Figure 4.2. Lastly, run the compression
algorithm on the noisy samples In for various value of E and plot compressed size
against log(E), to obtain the rate-distortion plot of the noisy signal. As shown in
Figure 4.3, at values of E greater than the noise strength II v II, the plot follows the
rate-distortion plot for the noise-free signal as in Figure 4.2. At values of E less than
the noise strength, the noise dominates the signal I and the plot follows the rate
distortion plot of the noise as in Figure 4.1. At E = II v II, the rate-distortion plot of
the noisy signal 1+v displays a sharp "knee point", i.e., a point at which the plot
rises sharply. The knee point can be more precisely identified as the point at which
the second derivative of the plot attains a maximum. The second derivative plot is
also depicted in Figure 4.3. This suggests the following strategy for determining the
noise strength II v II: Run the compression algorithm on samples of the noisy signal
for various values of the allowed loss E. Plot compressed size versus 10g(E). The
knee point of this plot is the strength of the noise in the metric obeyed by the
compression algorithm. The knee point may be determined by inspection or as the
value of E at which the second derivative of the rate-distortion plot attains a
maximum.
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We can state the above strategy in the form of an algorithm.

Calibration Algorithm
A '

inputfn
begin A

Run c(fn,E) for various values of
E, and plot output size versus 10g(E);
Let E· be the knee point of this plot, i.e the point
at which its second derivative attains a maximum;
Output E· as an estimate for the strength of the noise;

end

s. The Piecewise Linear Representation

In this section we select a compression algorithm that operates in terms of the
piecewise linear functions and obeys the Lao or amplitude metric. Using this
compression algorithm we build an Occam filter and examine its properties.

The compression algorithm does the following. Given a sequence fn and a tolerance
E, the algorithm constructs a piecewise linear function g such that IIgn,fn 1100 < E,
and g consists of the fewest number of pieces over all such piecewise linear
functions.

The output of the compression algorithm is the sequence of break points of the
piecewise linear function g. Decompression is achieved by linear interpolation of
the break points.

It happens that the compression scheme described above can be implemented
optimally as an algorithm requiring time linear in the number of input points, using
visibility techniques. Details can be found in Imai and Iri (1986), or in Natarajan
(1991) where the case of univariate functions in higher dimensions is also examined.
Also, Konstantinides and Natarajan (1994) describe a simplified form of the general
algorithm that is amenable to hardware implementation.

We now use the above compression algorithm to construct a filter. As the noise
free signal, we select the function

l O x < 0.2
f(x) =

sin (x- O.2~+O.03 )
otherwise.
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This is a broad-band signal, i.e., it has broad spectral support, and is difficult to
filter with a classical spectral filter. Figure 5.1 is a plot of 1000 uniformly spaced
samples of the function.

We now add random noise to the function. We select the noise to be a uniformly
distributed random variable in the range [-0.1,+0.1]. Figure 5.2 shows the 1000
samples of Figure 5.1, corrupted with noise generated by a pseudo-random number
generator obeying the above distribution.

We now run the Calibration Algorithm given earlier on the noisy samples.
Specifically, we run the piecewise linear compression algorithm on the noisy
samples of Figure 5.2 for various values of the tolerance E, and plot the compressed
size of the samples versus log(E) in Figure 5.3. In the interest of simplicity, we
measure the compressed size in terms of the number of vertices defining the
piecewise linear representation output by the compression algorithm, rather than
the number of bits required to store these vertices. Since each vertex is stored as a
fixed and constant number of bits in the machine representation, this simplification
does not affect our calculations. Figure 5.3 also shows the second derivative of the
plot, calculated as central differences of the first derivative, which in turn was
calculated as the central differences of the values themselves. The second derivative
curve attains a maximum at E * = 0.0985. This is the knee point of the curve, and is
the estimate of the noise strength in the L oo metric. Compare this estimate with the

. true value of .1 as dictated by our selection of the noise variable to be uniformly
distributed over the range [-0.1, +0.1].

Using the knee point value as the estimate for the noise strength in the Filtering
Algorithm, we now run the compression algorithm on the noisy samples of Figure
5.2, with tolerance E = 0.0985. The result is the piecewise linear function of Figure
5.4. Visually, the function of Figure 5.4 appears to have much less noise than the
noisy signal of Figure 5.2.

We now run the compression algorithm for various values of the tolerance E. At
each value, we decompress the output of the compression algorithm to obtain the
sequence gn. We then measure the residual noise in gn by computing IIgn,fn 111.
Figure 5.5 is a plot of this residual noise against log(E). Notice that the plot exhibits
a minimum at about the knee point E *. This minimum value of roughly 0.01
corresponds to the residual noise in the filtered sequence shown in Figure 5.4, and
should be compared to the average absolute value of the noise of 0.05.

Next we consider the effect of increasing the sampling rate n. Figure 5.6 shows the
plots of output size versus log(E) for three different sampling rates, n = 1000, 2000
and 4000. In essence, Figure 5.6 is a parametrization of Figure 5.3 It is clear that
the knee point does not change appreciably as the sampling rate is increased, but it
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is better defined. Similarly, we plot residual noise versus log(E) for the three
different sampling rates to obtain Figure 5.7. In essence, Figure 5.7 is a
parametrization of Figure 5.5. Notice in Figure 5.7 that for each of three sampling
rates, the minimum residual noise occurs at roughly the knee point, i.e., E = E·, but
as the sampling rate increases, the minimum residual noise decreases.

Next we change the distribution of the noise variable v from the uniform
distribution to a distribution with non-zero mean. Specifically, the noise variable
has the probability density function shown in Figure 5.8: v is uniform in [-0.1,
+0.02] with probability 1/8, v is uniform in [0.02,0.05], with probability 6/8, and v is
uniform in [0.05,0.1] with probability 1/8. The mean of the distribution is 0.030625.
Figure 5.9 shows the 1000 samples of the function of Figure 5.1 corrupted with
random noise under the new distribution, generated by a pseudo-random number
generator. Figure 5.10 shows the knee point plot for these 1000 samples with the
knee point occurring at 0.0985 again. Figure 5.11 shows the filtered function
obtained by compressing and decompressing at the knee point. Note that the
filtered function of Figure 5.11 is not displaced from the noise-free function of
Figure 5.1 by the mean value of the noise, i.e., the filter has eliminated the mean
value of the noise as well.

We now compare the performance of the Occam filter we constructed above with a
classical filter-the Wiener filter, Tretter (1976). The Wiener filter is known to be
optimal among linear filters in the least square sense.

The Wiener filter requires that the spectral properties of the noise-free signal and
the noise be known in advance. Its transfer function is givenby

_ Sew)
H(w) - S(w)+N(w) . (5)

where Sew) is the power spectral density of the noise-free signal and N(w) is the
power spectral density of the noise. Since we assume the noise variable to be
statistically independent at each sample point, it has uniform power spectral density
and N((0) is a constant that depends only on the variance of the noise distribution.

We implement the Wiener filter as follows: We take the discrete Fourier transform
of the noise-free sequence. The sum of the squares of the imaginary and the real
part of the transform at each frequency is the power spectral density at that
frequency. Also, the power spectral density of the noise at each frequency is equal
to the average power of the noise over all frequencies. Using these estimates we
compute the transfer function H(w) at each frequency. We then compute the
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discrete Fourier transform of the noisy sequence, and multiply each term of the
transform with the corresponding term of the transfer function. Inverting the
modified discrete Fourier transform gives the filtered sequence.

Figure 5.12 shows the result of filtering the sequence of Figure 5.2 with a Wiener
filter. The residual noise in the filtered sequence is 30 x 10-3 in the L 1 sense and
15 x 10-4 in the L 2 sense. These numbers should be com~ared to the residual
noise in Figure 5.4 achieved with the Occam filter of 8.3 x 10- in the L 1 sense and
5 x 10-4 in the L 2 sense.

To verify that the residual noise values of the Occam and Wiener filter reported
above are statistically significant, we repeated the filtering experiment a 100 times,
with randomly chosen values for the seed of the pseudo-random number generator
generating the random noise values. At each experiment, we filtered the noisy
samples with both the Occam and the Wiener filters. In the L 2 metric, the average
value of the residual noise over these experiments was 4.1 x 10-4 for the Occam
filter, and 15 x 10-4 for the Wiener filter. In the L 1 metric, the average value of the
residual noise over these experiments was 9.0 x 10-3 for the Occam filter, and
30 x 10-3 for the Wiener filter.

6. The Spectral Representation

In this section we select a compression algorithm that operates in terms of the sine
and cosine functions and obeys the L 2 or power metric. Using this compression
algorithm we willbuild an Occam filter and examine its properties.

The compression algorithm that we use does the following. Given a sample
sequence In and a tolerance E, the algorithm computes a sequence gn such that
IIgn,fn 112 < E, and the discrete Fourier transform of gn has the fewest non-zero
terms over all such sequences. The non-zero terms of the transform is the
compressed representation of gn'

The above spectral compression algorithm is straightforward to implement by
exploiting the orthogonality of the Fourier transform. Specifically, compute the
discrete Fourier transform of In. In order of increasing size, set to zero terms of the
transform so that the sum of the squares of the terms set to zero does not exceed E.

To decompress, simply invert the transform to obtain the sequence gn'

As the noise-free signal I we choose

I(x) = xsin(61TX) - xcos(401rx) . (6)

A sequence of 1000 samples of f is shown in Figure 6.1. We now add random noise
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to these samples. We select the noise to be Gaussian distributed with zero mean
and variance .003. Figure 6.2 shows the 1000 samples of Figure 6.1, corrupted with
random noise, generated by a pseudo-random number generator.

We now run the Calibration Algorithm on the noisy sequence. Specifically, we run
the spectral compression scheme described above on the noisy samples of Figure 6.2
for various values of the tolerance E, and plot compressed size versus log(E) in
Figure 6.3. In the interest of simplicity, we measure the compressed size in terms
of the number of non-zero frequency terms in the discrete Fourier transform output
by the compression algorithm, rather than the number of bits required to store
these terms. Since each term is stored as a fixed and constant number of bits in the
machine representation, this simplification does not affect our calculation of the
knee point. Figure 6.3 also shows the second derivative of the plot, calculated as
central differences of the first derivative, which in turn was calculated as the central
differences of the values themselves. The second derivative plot attains a maximum
at E * = .00394, and this is the knee point of the plot. This is the estimate of the
noise strength in the L 2 metric as determined by the Calibration Algorithm.

Using E = E* in the Filtering Algorithm, we get the filtered sequence of Figure 6.4.
The residual noise in the filtered sequence is 8.2 x 10-4 in the L 2 metric.

Figure 6.5 shows the result of filtering the noisy sequence of Figure 6.2 with a
Wiener filter. The residual noise in the filtered sequence is 6.5 x 10-4 in the L 2
metric.

To verify that the residual noise values of the Occam and Wiener filter reported
above are statistically significant, we repeated the filtering experiment a 100 times,
with randomly chosen values for the seed of the pseudo-random number generator
generating the random noise values. At each experiment, we filtered the noisy
samples with both the Occam and the Wiener filters. In the L 2 metric, the average
value of the residual noise over these experiments was 8.3 x 10-4 for the Occam
filter, and 6.8 x 10-4 for the Wiener filter.

Part 2: Theory

We now establish convergence bounds on Occam filters. Specifically, we estimate
the residual noise in the filtered sequence as a function of the sampling rate, and
the compression achieved by the compression algorithm. The bounds that we
establish are largely of asymptotic interest, and are too loose to be used as quality
measures for applications.

Our proof technique requires that the metric obeyed by the compression algorithm
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be linear in that the measure of the noisy sequence be the sum of the measures of
the noise and the noise-free signal, in the limit as the sampling rate becomes
infinite.

lim II/nil = IIIn 11+ IIvll·n..ao (7)

Since v is statistically independent of In' the amplitude metric Lao is linear. H v is
of zero mean the power metric L 2 is linear, since the variance of the sum of two
random variables is the sum of their variances, provided that at least one of the
random variables is of zero mean.

We assume that the noise-free signal is a function from the interval [0,1] to the
interval [-a, + a], and that the noise v is a random variable in the interval [-b, + b].
Later we mention how these restrictions may be removed.

For a random event A, Pr{A} denotes the probability of A occurring. For a
random variable x, E {x} denotes the expected value of x.

7. The L 00 Metric

Let C be a compression algorithm that obeys the Lao metric. Let Sn denote t4e
expected length in bits of the output of the compression algorithm when given In
and b = II v II ao as input. The expectation is taken over all possible values of the
noise corrupting the sequence. Specifically,

(8)

With respect to the probability distribution of the noise variable v, the tail estimate
T(t) denotes the minimum probability that v will fall within t of +b or -b.
Specifically,

T(tl = min{Pr{v E(b - t,b n, Pr{v E(-b, - (b - t)J)} . (9)

(10)

Theorem 1: Let gn be the sequence output by the filtering algorithm, and let
E = IIgn,ln lit. For any 0 < 8 < 1,with probability 1- 8,

ET(E/2) s ~ (218)Sn In(2)+ In(218») .

Proof: Let h; be a sequence such that Ilhn,fn 111 > E. Then, there is a set of at
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least ne/(4a) distinct integers i, 0 < i < n such that If(iln)- h(iln) I > e/2. Let
i be one such integer. Suppose f(iln)- h(i/n) > e/2. If the noise variable lJ takes
on a value in [-b, (b - e/2)] at this sample point, then If(iln) + lJ - h(iln) I <b.
The probability of this occurring is at most 1- T(e/2), by the definition of T. On the
other hand, suppose h (i In) - f(i In) > e/2. Then, if the noise variable lJ takes on a
value in [-(b - e/2),b], If(iln) + lJ - h(iln) I <b. The probability of this occurring
is also at most 1- T(e/2).

Thus, the probability that If(i In)+lJ - h(iIn) I < b at a particular value of i for
which I f(iln)- h(iln) I > e/2, is at most 1- T(e/2). It follows that the probability
that If(iln)+lJ- h(iln) I <b at all of the ne/(4a) values of i for which If(iln)-
h,,(iln) I > e/2, is at most (1- T(e/2»nEl(4a). In other words, the probability that
IIfn,hn 1100 < b is at most

(1- T(e/2»nEl(4a) S e - nT(EI2)E1(4a) • (11)

Thus, if hn is a particular sequence satisfying IIhmfn 111 > E, the probability that
IIfn,hn 1100 < b is at most e- n T( EI2)E1(4a ) . Since the expected length of the output of
the compression algorithm is Sn bits, with probability at most 1- 8/2, the output of
the compression algorithm is of length at most (218)Sn' Otherwise, the expected
length would be greater than 8/2(218)Sn, which is greater than Sn' We work on the
condition that the output length is at most (218)Sn and later account for this
conditionality. That is, we only consider sequences that are representable with at
most (218)Sn bits. The probability that any such sequence hn will be such that
IIhn,fn lit > e but IIfmhn 1100 < b is at most

2('V6)Sn e - nT(E12)E1(4a) . (12)

(13)

Since the sequence gn output by the filtering algorithm satisfies IIgn,fn 1100 :S b, it
follows that the probability that IIgn,fn 111 > e is at most the quantity in (12).
Setting this probability to be at most 8/2 and taking logarithms on both sides, we
get that with probability 1- 8/2,

ET(E/2) < ~ (218)Snln(2)+ In(218») .

The above estimate is conditional on the output of the compression algorithm being
of length at most (218)Sn' Eliminating this condition will lower the probability of
the above estimate by a factor of (1- 8/2). Hence, the estimate holds with
probability at least (1- 8/2) x (1- 8/2). Since (1- 8) > (1- 8/2)2, the proof is
complete. 0
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Corollary: If the noise variable is uniformly distributed over [-b, + b), then

(14)

Proof: If the noise is uniformly distributed in the range [-b, +b], T(t) = t/'lb.
Substituting in Theorem 1 we get the corollary. 0

Remark 1: According to the Corollary, when the noise is uniformly distributed, the
L 1 measure of the residual noise varies as the square root of the sampling rate.
This is roughly the case in F~e 5.7, where the residual noise at the knee point is
8 x 10,3, 5 X 10-3 and 4 x 10- , at sampling rates of 1000, 2000 and 4000.

Remark 2: Notice that the proof of Theorem 1 did not require that the noise be of
zero mean. Thus, an Occam filter constructed out of a compression algorithm that
obeys the L 00 metric can be used to filter noise that is not of zero mean. Indeed,
this was the case in the application of part 1, Figures 5.8 through 5.11.

Remark 3: The convergence bound in Theorem 1 depends only on the tails of the
noise distribution, via T(E). Thus, if the noise distribution is tightly clustered about
its mean, T(t) is small compared to t and the convergence of the filter is slower
than for the uniform distribution. For the distribution of Figure 5.8, T(C) = C/O.8,
while while for the uniform distribution, T(C) = C/O.2. Thus, accordlna.to Theorem
1, the L 1 measure of the residual noise in Figure 5.11 should be V (4) = 2 times
the L 1 measure of the residual noise in Figure 5.4. Indeed, this is borne out b~

experiment, since the L 1 measure of the residual noise is 8.3 x 10-3 and 16.6 x lO
in Figures 5.4 and 5.11 respectively.

8. The L 2 Metric

Let C be a compression algorithm that obeys the L 2 metric, and let v be of zero
mean and variance (1'2. Let Sn denote ..the expected length in bits of the output of
the compression algorithm when given In and (1'2 as input, The expectation is taken
over all possible values of the noise corrupting the sequence, Specifically,

(15)

(16)

Theorem 2: Let gn be the sequence output by the filtering algorithm, and let
E = IIgmln 112. For any 0 <: B <: 1, with probability 1- 8,

18b
2
(a

2 +b
2

) ( )n (218)Sn In(2)+ In(1218) .

12



Proof: Let hn be a sequence such that II hn, In 112 > E.

A 1n-l ( )II h;,fn 112 =;-t f(iln) + V - h(iln) 2. (17)

1 n-l ( ) 1 n-1 1 n-l ( )
= -~ f(iln)- h(iln) 2+_~v2+ -~2v f(iln)- h(iln) . (18)
nOn 0 n 0

I n-1 I n-1 I n-1
= IIhn,fn 112 + _~v2 + -~2vl(iln) - -~2vh(iln). (19)

non 0 n 0

If IIhn,fn112 < 0'2, then at least one of the following must hold.

It follows that

1n-l
-~2vl(iln) > 3

E
,

n 0

1n-1 E
-~2vh(iln) > -3. (20)
n 0

{1n-l } {1n-l }
Pr ;-~2vf(iln) >; + Pr ;~2vh(iln) >; . (21)

Noting that II (iln) I <a and Ih(iln) I es a, and v E [-b, +b), we can rewrite
the above as

{
1n-1

2Pr -~C
n 0

> !..}3 '
(22)

where Cis a random variable in the range [-00, +00]. Furthermore, since v is of
zero mean so is C. Noting that v 2 has a mean of 0'2 and lies in the range [O,b 2 ], we
can invoke Hoeffding's inequality, Pollard (1984), to get

(23)
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Similarly, noting that t has a mean of zero and lies in the range [-ab, +ab ], we can
invoke Hoeffding's inequality to get

(24)

Substituting, we get

2nE2 nE2 nE2

Pr {llha.la Il 2 < <r2} < 2e - %4 + 4e- ,,,'.' < 6e - 1B/>,(.2+.') • (25)

Since the expected length of the output of the compression algorithm is Sn bits, with
probability at least 1- 8/2, the output of the compression algorithm is a sequence of
length at most (218)Sn' Otherwise, the expected length would be greater than
8/2(218)Sm which is greater than Sn' We work on the condition that the output
length is at most (218 )Sn and later account for this conditionality. That is, we only
consider sequences that are representable with at most (218 )Sn bits. The
probability that any such sequence hn will be such that IIh; ,In 112 > £ but
IIhn,fn112 < (J'2 is at most

(26)

(27)

Since the sequence gn output by the filtering algorithm satisfies IIgn,fn 112 < (J'2, it
follows that the probability that IIgn ,In 112 > £ is at most the quantity in (26).
Setting this probability to be at most 8/2 and taking logarithms on both sides, we
get that with probability 1- 8/2,

£2 < 18b
2
(a

n

2+b 2)
(218)Snln(2)+ln(1218») .

The above estimate is conditional on the output of the compression algorithm being
of length at most (218 )Sn' Eliminating this condition will lower the probability of
the above estimate by a factor of (1- 8/2). Hence, the estimate holds with
probability at least (1- 8/2) x (1- 8/2). Since (1- 8) > (1- 8/2)2, the proof is
complete. 0

Remark 4: In the foregoing, we assumed that the noise variable 11 lies in the
bounded ranged [-b, +b]. This assumption was necessary for Theorem 1, since we
assumed that the L 00 measure of the noise was bounded and known. For Theorem
2, it is only necessary that the L2 measure of the noise be bounded and known.
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The assumption that the noise lies in the range [-b, +b], where b is bounded but
not necessarily known, was only in the interest of technical simplicity. In particular,
the bounded range assumption allowed us to use Hoeffding's inequality. We can
release the bounded range assumption if the noise distribution is such that empirical
estimates of the variance and the mean of the noise variable can be shown to
converge exponentially in the sampling rate. This is the case for the normal
distribution for instance, which does not satisfy the bounded range assumption. In
short, the bounded range assumption is solely in the interest of technical simplicity
and is not an essential ingredient.

9. Conclusion

We presented a novel technique for the design and analysis of a class of filters for
random noise--Occam filters. These filters are in general non-linear. The technique
exploits the property that random noise is hard to compress, as compared to useful
signals. The technique is simple to use: run a lossy compression algorithm with the
allowed loss set equal to the noise strength.

We presented two illustrative applications of the technique for univariate signals,
and compared the performance of Occam filters with the Wiener filter that is
known to be optimal in the least square sense over the class of linear filters. We
found that Occam filters can perform as well or better than the Wiener filter,
without requiring a priori spectral knowledge of the signal. We also presented
analytical convergence bounds relating the residual noise achieved by an Occam
filter, with the compression achieved and the sampling rate.

Since the noise rejection characteristic of an Occam filter is directly related to the
effectiveness of the compression algorithm, the filter designer should pick the
compression algorithm best suited to the noise free signal. This is equivalent to
selecting the representation that is best suited to describing the noise-free signal,
rather than always selecting the spectral representation as is the case with classical
spectral filters. This degree of freedom is an important feature of an Occam filter,
since a signal may have a compact description in one representation but not in
another. For instance, a square wave requires broad support in the spectral
representation, but can be compactly represented as a piecewise linear function.
Better yet, a square wave can be represented in terms of the three parameters,
frequency, phase and amplitude, and can be compressed highly by a compression
algorithm that exploits this property. An Occam filter using such a compression
algorithm would have powerful noise rejection characteristics. Indeed a phase
locked loop is such a filter, and the robustness of a phase-locked loop in the face of
noise is widely known.
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Figure 4.1: Illustrative Plot of compressed size versus all~.tWed loss for the noise
sequence.

i
I I I i I·..t ....···········..··....····y··..·......·....·....·_·-r..·......·....·..._·..--1--···..·.. ·~,..·....·....·_·r-·..
! ! I I i
! ! ! ! !
I I I I I·..·i--..· ···..· ··..··· ··· · · ·····..···t····· · , .._ _.t-- ..
! ! ! ! !
i I I I I
iii i i·..·~_ ..·....·....·........·-i....·.._..·.._·__·_·_..+..·__..·....·....·......i ....·_..·..·~ ..·..···....·_·t..·..
iii i· i

I : I I I
: iii i
! ! ! ! !._.1- -1-_ __ _._ --1-- -I-_ _ ..i _+_ ..
iii i· i

I I I I I
! ! ! ! !
I I I I I

.".1'" ".__ + """." ""..".""+" " __"-1"".""."-"._" ".".+"."
iii i i
iii I i
iii i i.........................................................................._ _ .
iii i i
I I I I I
! ! ! ! !
I I I I·"·t-.._""_.."·""""·".,""·"""·" .. ,,·_-_·....·_"·"""'f""·""·"""··_·_"·_·t"·"

I IJ I ; -, I·..·t....·..········..··....·..1..· ......·....·....·_·....+..·......·....·....·......1.._·--·__···__·....·_·t..·..
iii i i
! ! 111/1 ! ! !

101(.)

Figure 4.2: illustrative Plot of compressed size versus allowed loss for the noise-free
sequence.

17



COIIIpIeuecl
aize

i
I = I I I............................................................................._ _ - ..
iii i i

I ; I I I

i : iii
._.~__ __._~__.__ _._..+_._.._ ee ~ - t ..
i il8C08d i I I
i i~i II I
! ! ! . !........... _ ; ..
I I I I I
I I I i I

.....~.......... I _._-!-.__ -i , -! ..
iii i

I I I I
I • I I
iii i

! I!!
."+""."".""." ""." ""." "·""·"··-···+··""···""·"···"""i""·"··"'-·····"·-+···
iii i

I I I I
iii i

I I I I
iii i...........__ . .

j iii
! !!!

i ; iii
I I I I I·"·r""··········..·"···· "'t""."••". •• • •• " " """'t" _ ""."".-1" ..

I '4 I :- i! ! ! ! - !·..·r....·....·....·.........·..1- --_·....·...···...···..r···..·····....·....·......l....·--·..··..·....·....·...T..·..
! ! 11111 ! ! !

101(&)

Figure 4.3: illustrative Plot of compressed size versus allowed loss for the noisy
sequence, with second derivative plot.

1.00

0.80

0.60

OAO

0.20

0.00

-0.60

-0.80

-1.00

I
i" " -.+

i........."._.._.+
I

I !
i: :

·"..·""1""""·""·.."·"..+·....·•..·_.. _.."_..+ ....
I: -........=
; i ! i......_-: _........... .. - .
I I:

; i i
I Iii............................. - _ .
iii i
I I I I
iii i
• I • I

"""·"·1"......•....• ••..t· ..•·..••......•·..t··_··""·""·"..1..·"·I , t ,
! ! ! !

-··"1""""·" "".""j.." " ••_ j. -!- .
iii i
! ! ! !
I I I I
I I I -.1.-

I I
J i....·__·....,·__·__·_·--·-f·---·....·....·....·I-·..·
I I I
iii

! ! ! !
••. '''"1"· ..""·.."·....t··"·"..·........··t·············;-···
iii i
iii I

....... '"1" ....·"..·.."·..·t·""·....·_··..·..t·..•..·....·.. •·....t·"·
I I I I
iii i
J ! ! !_ - - - .

! ! !
I I I
I I I
iii!--_···.._·..-·....t· ....·.._·...·....·..t·......·..···.."'''-1''''''

I I I I
! ! ! !

0.00 0.20 0.40 0.60 0.80 1.00

Figure 5.1: A sequence of 1000samples.

18



1.20

1.00

0.80

0.60

0.40

0.20

0.00

~.40

~.6O

~.80

-LOO

.............................................., _ .
I I I I I

I I i I I
I I I IMMM.MM.MM._. • M'M 'MM'MMIMMMM'MM'MM'MMt"MM'

I I
i i
! !..................................
!
I

MM'MMiMMMM'MM'MM

I..·..r ....·....
M.MMiMM__._

I
I

I
I I
I I I__._M·_..t ..·_·_M.M..MM.Mt·MM_.MM.-- .
I I •
iii

.....!..... . 1 _ _ 1 J.. .
! I I I
Iii i
! ! ! !

MM'" "'MIM .M.M M MM~ _ _~ M M MM+.M.
iii i
! i I I

MM...M.__M;..M........__.....;.._..M._M.M...MM+.M.
• • I
! ! !
I I I

..MM Mf· • ·_· •..f· M.MM.MM.MM+.M.

i ; I
I ! !

0.00 0.20 uo 0.60 0.80 1.00

Figure 5.2: The sequence of Figure 5.1 corrupted with additive random noise
uniformly distributed in the range [-.1,+.1].

2SOO

2000

1500

1000

o

I
I ! I I I····r....·....·....···....·····1....···..···....·....·····....t············..·....·....··1....·....·····..·....·....·_-,._·-
i i • i i
! ! f!I ! !
I I ,Ill I :
! : .1. ! !

....I _-i .._._ __._ _......iP, M M MMM-iMM.MM._MM M _._+ ..
i i a:_~~ I
i i Iii ~_.aTr""- i

i I :II I I
....i _ __._ _ _ __._.MJ.\.~ MM.M_.M MMM..MM.MM.M_ _,J. ..

I I III I I
! ! J! I ! !
! ! :;: ! !

....i l ..!.L.l J ! ..
I I I I I I I

i i : i : i i
! ! : ! I ! !

._.~-_.__•__._--_......... .. _."f .:. ~ ..:. - ~ -

Ii:I ~ I i
! ! I ! \ I !
I -... -I ' I, .
~ I V Ie I I • I i I I
i : i~" ,,'\~iii

•..·j- t ..·..-·---..·-i-'i;..-..·..-..r..·-· t-·..-..·-..· · t · j- ..
iii t iii
I : I I I I
! I ! ! ! !...+..+ _ 1 _ +" __.__.__Mt-_._M.M__.M".M" .,. ..

i ! ! ! I

1e-02 3 le~l 3 1e+00

Figure 5.3: Plot of compressed size versus allowed loss E (logarithmic scale) and the
second derivative of the plot.

19



1.00

0.80

0.60

0.40

0.20

0.00

-0.40

-0.60

-0.80

-1.00

-1.20

!. ;····.·..l....·..·....·....t·....·..·-:;:·::::.....,..-o::.:::::::·
! !
I I I •........../ _.... •.._•• - 0/0 .
I I I
! !!
I I I I

....·....i........·....·....· ..f···..·....·_·....·..f·......·....···..·....i-·..·
I I • I
iii i
I I I I....····1··..•..·•· - +.•.
! iii
! ! ! !

- 1.. ---... .. _ __ .

i ! i !
I I I I
i . i i
! !
! ! I I. "'''''1···' ••· · t· ···t····· · · t ..·..
I I I I

... ··..i..· - j ..
iii i
! ! ! !
I I I I_H... . ," -t _ f t .
iii i

...... ....I _ 1. _ 1. ./.. .
I I 1 I

• I' I
iii

I I I
........... ,........·....·....·....t·..•·•..·-·....·..t-....·..•·•..·....'/..·..·

! ! ! i
! ! I ! !...... ··....···········...·t·..·····....········..;........·..···....·....r···..·....·_·..·····t·......·....·....·....t· ..·

0.00 0.20 0.40 0.60 0.80 LOO

Figure 5.4: The sequence obtained by filtering the noisy sequence of Figure 5.2
using the piecewise linear Occam filter.

0.35

0.30

0,25

0.20

0.15

0.10

0.05

0.00

!
I I I I·..+..·· ··..··..·..·..1 · · ·..··-··..+..· · ·..·· +· ..
I I I I
iii i

• I I I
iii i
! ! ! ! .

''''~.'''•• '.''''' -f.'''''''.'•• ''''''''''''''+.'•••'••''''''''''.-f + ..
iii i i
! ! ! ! !
I I I I I

t ! i ! i
I I I I I·..·r ·••·••·•• ·., ·..•..·•·..···-···"/"..· • ···.,........... . -"/"•.•
! ! ! ! !
: I I I I

iii i i
I : : I I

....~ __ .j. __._ _.j._ - 4....... .. .j. ..
iii i i

I I I I I
! ! ! ! !
I I I I •

iii ; i·_·1'....·....·....·......···..1············.....···...·...·......1·...·..··..·..·····...·...··...1- .....·.._...·..._·__·-t..·..
! i i ! !
i ; I I I
! !! !......................................................................................................... .. .
i i; I
I I; I
iii i

I I I I
iii I i.............................-+ _•••+.......... · ·..••..••·•..·..· · ··1·..•..

I • I I I

I i I I
! !!!
I I I I

i ! I

1e-G2 3 1e-01 3 1e+00

Figure 5.5: Residual noise versus allowed loss E.

20



x 1000

3.00

2.00

l,SO

1.00

o,SO

0.00

1~.. 4000 i ! ! !
! "0 ! ! ! !·"·t....:t.,..~:....·........·..1....·...._·.._·.._·_·_..t..·_.._·__·.....·--..r ..·....···..···....·....·-t-·..
! ......! ! ! !
I I I ! i

·..·I·....···..· ···~·..i ....·..·····...._..·_·....+..···..···....···...·......t-_·....·......·....·....·_+..·..
i \i iii
; ! i f i
i l···.. iii·..·t · · · ·..·t ..·~ · ·t · · 't _ ..

i I \. I I I
I I \. I I I
! 2000 !"\! ! !

....~~ .f \. ~ ~ --l- ..
I " I \. j I I
i "I \ I ! i
! "l \! ! !
Z ft \ J • I·..·t....·....·....·........·..i ..~"'....·....·..·\-..·..+..·......·....·....·......t ....·....·........·..·....·..·t..·..
i 1000 i " \\; i I
I I' iii
i !' \ I I I

................................. 1>.... +_ _+ ..

i i \,\1 i I
! ! \\! ! !
I I \\1 I I
i i ..

le-G2 3 le-G1 3 le+OO

Figure 5.6: Plot of compressed size versus allowed loss E (logarithmic scale) for
sampling rates of 1000, 2000, and 4000.

x 1.lIe-3

20.00

18.00

16.00

14.00

12.00

10.00

8.00

6.00

4.00

2.00

0.00

!! ! 'I....·t· · ·j · t · · · ·1 ·,It · · ·..·
iii ,Ii

:: t •••••.. • • •..···I..········..··· ···..· ···..·t··· · ~_ _._ _.
,,~' I I /1..", · l..· · · ·..· · ·~..· · · ._._..f. .
:~, I I,'..,bo

.....+.....~.:..... ····..·······..·....···..·······..·....·t..···....· ···..·~..:..·r· ....·......·....·....·........·..·
I I 1,1.
I ; I..·..,· · ·_·~r· 1"... .. ,1. , _ .
I ~ . I ' I..·..+· · ·.._·_·1..~ ·.. .. +· :...r:..·..·.._· · · · ·..·
! ! "~... " /..·..t·......·....·..···_··I-···..···~;: ..·....·........·.. t..·f·~~..···..·_···..·....·......·....·....·........·..·
i i "'~-.:. it' /

..·..t· · _·i"· · · ·~':.ot..• • ·I- ·..· ·_· · .
I I .. , Ii ...

- i l :::.~! .
iii

• I I
• I I.....................................................................................................................................
iii
•• I
iii

! !

7 8 le-G1

Figure 5.7: Residual noise versus allowed loss E for sampling rates of 1000, 2000,
and 4000.

21



26.00

24.00

22.00

20.00

18.00

16.00

14.00

12.00

10.00

8.00

6.00

4.00

2.00

0.00

..·-t--_·__·__·_·..···..t·......·....·....·······..·.. ·....·...._·....······..··1·······..__·.._·.._·--1-·..·
I I I
iii

·..··1..·••·•..· ·_· • • _ ..• ·•..···.. . _. . .
I I I
iii

..•..·1· • • _ ..
I I I

i I ;..·..'I· •·..•·..··_· ·t..· · · · ·.. . _. ·..•· · · ·•..t· ·
I I I
i: i

.....,J. _ _.
I I I
!! !..·..+ ·__·.._·_·.._·-t···.._·.._·.._··· ···.. . _. .. · · · · i..····

I I I
iii·····,··· ·.._· ·_· ·..f· · · ·..·· ·.. . _. . ,_ .

I I I
!! !

I I I............_ _.__._ _ _ _ _-..... . _. · ··· ·..··· · 1-·..·
iii
!! !

I I I..····;-..··..·..···....·_·....·-1·...._·-_·__·....__·.. .__...- ..._..._._. ·..···..··..·....·....·....1-·..·
I I I
iii_ _ _ _... .. _. ._ _ .
iii
!! !

I I I
..·-1" ••••••.._·······..···t·····..···..· ·····..···.. . _.. . "! .

I I I

Iii.....1" _ +........................... . _. ''''''''--.--.--'--,,!''''''
I I I

I I !....+........................................................ . _.+ ~ .
f f ; I

I I
i i

-100.00 -so.OO 0.00 SO.OO 100.00 x 1.0e-3

Figure 5.8: Probability density function of random noise variable with non-zero
mean.
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Figure 5.9: The sequence of Figure 5.1 corrupted with additive random noise
distributed as in Figure 5.8.

22



700

600

400

300

200

100

o

·100

-200

!
•. . 1.........__ _.__ - _ " _-_ .
ttl I
iii i

: t I I
iii i

I I I I
"'1"'"''''''''''''''''''''''''''''''''''''''''''''''-''''' •....•....•....•....·--·t---·-..·....·....·....·..../-·
I; I!
I I I I..·1,..·__·__·--·..-1....·....·....·__·_-- I ~-~_·_..·..-·.._·--·..1..·
i' iii i
!'! ! ! !-·1-·_..·_-~-- ..·....i--·-..·-..·--·__·.. 'of •....•....•....•....•....·t--..·..-·--·--·--·-oof-·
i ',i Iii
~ ,I I I I
! , ! ! ! !...y _,"J:_ _............... 1· · · · · ·} · ·__·_-·--·-1..·
! I', I ! !"'1-''''''- -·..-·--t--·-......·....· ..·t.. ..·....·....·....·-..·t·..·..·....·....·....·....·..-I..·
! ! ! ! !
I I I I I
I l I I •...+...... .. oof- .. ., _ _..; .

; " ! I I
! ,I I !
I I
I I
I I
I I
i i
! !!!....j.................... ........-."...--.--..._.--.--.+---.__.__.-_.--.--1-.
iii i

I I I I

; Iii ;..·,..·....·....·.._·....·..-1....·..-·.._·.....·.._·....·1...·....·....·....·....·....·r......·.._·....·....·....···..;..·

3 le-ol 3 le+OO

Figure 5.10: Plot of compressed size versus allowed loss E (logarithmic scale) and
the second derivative of the plot.
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Figure 5.11: The sequence obtained by filtering the noisy sequence of Figure 5.9
using the piecewise linear Occam filter.
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Figure 5.12: The sequence obtained by filtering the noisy sequence of Figure 5.2
using a Wiener filter.
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Figure 6.1: A sequence of 1000 samples.
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Figure 6.2: The sequence of Figure 6.1 corrupted with additive random noise
normally distributed with zero mean and variance .003.
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Figure 6.3: Plot of compressed size versus allowed loss E (logarithmic scale) and the
second derivative of the plot.
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Figure 6.4 The sequence obtained by filtering the noisy sequence of Figure 3.2 using
the piecewise linear Occam filter.
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Figure 6.5: The sequence obtained by filtering the noisy sequence of Figure 3.2
using a Wiener filter.
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