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In this paper we present a simple simulation of a
Direct Sequence Spread Spectrum link. The
simulation was carried out using SPW and FDS
Comdisco software.

A model of a simple spread spectrum link based
on a 63 tap (pN sequence) matched filter receiver
has been developed and used to optimize the
link's channel filtering and receiver synchroniza­
tion.

Signal analysis of waveforms at various points in
the receiver has been used to verify the SNR im­
provement due to processing gain.

Using FDS, the effect of filter bandwidths and
group delay characteristics on the BER perform­
ance has been assessed and a suitable choice of
filtering determined.

The time domain output of the receivers matched
filter has been investigated and methods of syn­
chronizing the sampling of the demodulator input
(based on a detect pulse generated by the
matched filter itself) have been evaluated.
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ABSTRACT

In this paper we present a simple simulationof a Direct
SequenceSpread Spectrum link.The simulationwas car­
ried out using SPW and FDS Comdiscosoftware.

A model of a simple spread spectrum link based on a 63
tap (PN sequence)matchedfilter receiverhas beendevel­
oped and used to optimise the link's channel filteringand
receiver synchronisation.

Signal analysis of waveformsat variouspoints in the re­
ceiver has been used to verify the SNR improvementdue
to processing gain.

Using FDS, the effect of filter bandwidthsand group de­
lay characteristicson the BER performancehas been as­
sessed and a suitablechoice of filteringdetermined.

The time domain output of the receiver's matched filter
bas been investigated and methods of synchronising the
sampling of the demodulator input (based on a detect
pulse generated by the matched filter itself) have been
evaluated.

1 INTRODUCTION

Direct Sequence Spread Spectrum has gained considera­
ble credibility in the last few years as a suitable technol­
ogy for mobile radio applications.The use of a set of or­
thogonal spreading codes allows multiple access. i.e. si­
multaneous access by different users to the same radio
channel. This is called CDMA (Code Division Multiple
Access).

The primary reasons for the interest in COMA are
[1,2.3,4]:

• high capacity

• flexible services
• no need for frequencyplanning
• lower transmitterpowers

It has been analyticallyargued [1,2] that the spreadingof
the transmitteddata achieves the end result of optimising
the performance of the radio link. However, little is
known about the trade-offs concerning the design of the
different parts of the receiver.
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2 THE GENERAL MODEL

Our simulationis based on a simple model: the transmit­
ter consists of the data source modulated by a PN code.
The spread sequence is then used to modulate a BPSK
carrier. At the receiver, after the AWON channel, the re­
ceived signal is sampled at one sample per chip and en­
ters the digital matched filter. The output of the matched
ftIteris then sampled, once for each symbol,and then de­
modulated by means of a hold block followed by a deci­
sion element.

The first use of the model is to gain an understanding of
the waveformsat different points in the system.
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Figure 1
Time Domain Waveforms

In Figure 1, we see the transmitted data, recovered data,
matchedftIteroutput and thespread sequencerespective­
ly, in the time domain.

Similarly, we can view the signals in the frequency do­
main.



Figure 2
Frequency Domain Waveforms
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Figure 3
BER at fixed SNR vs, Channel BW

In Figure 3 we see the actual simulation points and a re­
gression to highlight the regression behaviour. The
glitches in the original line can be explained as statistical
variationof the measured BER.

We show that for a certain Signal to Noise Ratio (SNR),
increasing of the channel bandwidth first improves and
then degrades the BERperformanceof the receiver.

In a practical CDMA system the transmitter should al­
ways transmit the minimum possible power to achieve
the required BERat the receiver.This is done in order to
minimise the interferenceto other users sharing the same
channel, thus maximising system capacity. This means
that each user will work at the minimum possible SNR.

Figure 3 keeps fixed the SNR and investigates the rela­
tion betweenBER and channel bandwidth. It canbe used
as well to understandthe relationbetweenSNR and chan­
nel bandwidthfor a fixed BER.

The simulationshows that there is an optimal bandwidth
of the filter in terms of SNR, which maximises the per­
formance of the demodulator: this bandwidth corre­
sponds to the main lobe of the signal.

However, if the system is optimised for capacity, the
number of userswhichcanshare the same is given by [I]:

In Figure 2 the upper signal is the frequencyspectrum of
the original data, while the lower one is the frequency
spectrum of the spread data. Note the spreading factor
corresponding to the length of the code, 63 in this case.

3 CRITICAL FACTORS

3.1 Cbannel flItering

The drive of this work bas been to gain anunderstanding
of the trade-offsin choosing the channel filtering.

The issues that one should consider are:

• bandwidth of the filter

• group delay characteristics
• attenuationin the stop band
• width of the transition band
• practical issues

3.1.1 Filter Bandwidth

The fust result we achieved through simulation was to
identify an optimal bandwidth, in terms of 8NR., for the
channel filtering,
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SIR
(N-I)S+aNS

W
where:

Et, is the energy per informationbit;

Nothe interference+noise spectral density

(1)



N the number of users per cell or per sector

S the received power

R the information transfer rate

a the ratio of out-of-cell to intra-cell interference

filter will bave two interdependenteffects on the spectral
efficiency0:

.. cbanging the required Et/No

.. cbanging the width of the channel itself

W the spreading bandwidth

It is then possible to plot (3) for different values of B.

Now suppose that there is a certain amount of bandwidth
and that given a certain spreading factor we want to
assess themost efficientchannel width. We use a system
with a COMAlFDMA arrangement different COMA
cbannels share the available bandwidth with an FDMA
subdivision.
We can define the spectral efficiency as the maximum
number of users divided by the channel bandwidth:

where B is the channel bandwidth, not necessarily equal
to the spreading bandwidth.

Firstly we observe that in (l) the quantity EJNo is
directly proportional to the SNR. We can then rearrange
equation (I) in order to obtain a relation between 0 and
the channel width. Wbile rearranging (I), the total inter­
ference bas been approximated with a term directly pro­
portional to the number N of users per cbannel.

This is well captured by Figure 4, where it is sbown that

.. at large values of B the spectral efficiency is lower
because of the width of the channel

.. at small values of B the spectral efficiency is lower
because the SNR to acbieve the required BER is
higher.

Despite the optimal bandwidth from the demodulator
performance viewpoint being equal to the main lobe of
the code, the spectral efficiency of the CDMAlFDMA
system will actually be maximised with a cbaonel width
of about '1J3 of the main lobe of the signal.

3.1.2 Group delay

Concerning the group delay characteristics, we ran dif­
ferent simulations with different filter types. One of the
worst filters, in terms of group delay, is the elliptic,
whicb conversely presents the steepest possible transi­
tion band.
Figure 5 compares the result of a simulation with an FIR
filter with ideal linearphaseto a simulation that uses an
elliptic IIR. with the same frequency response but the
worst possible group delay characteristics.
It is shown that if we filter at the main lobe of the signal,
the nOD linearity in the phase of the filter does degrade
theBER.

(3)

(2)
N

0'=-
B

N W 1 1
0' = -oc:-x--x-

B R SNR B

t.'

-
10"'"

Irs

10"'"

Ire
11)'405

1etL'

let"

lQ'Ua.... .-....Iw.. _ ...&.o.l~

·25.0 ·23.0 -2LO ·19.0 ·17.0 -15.0 ·13.0 -11.0 -9.0 -7.0 -5.0
SNRldB)

1•.'.... .... ...
.......1~IhInHa

2...

7.'

Figure 4
System Spectral Efficiency vs. Channel BW
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Figure 4 is obtained for a BER of 10.2. The units on the
Y scale only serve thepurpose of higbligbting the trend.
Looking at (3) we understand that narrowing the channel

Figure 5
Effect of Non Linear Phase Channel FUtering
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109(10) SERvs SNR
chipping rate: 63 bps

3.2 Sampling at tbe input of the matched filter

This sectionexamines the effect of imperfectsynchroni­
sationwhenonesample per chip is used at theinputof the
digitalmatcbed filter.

Figure7 showsthedegradation in performance withonly
slight changes in the sampling synchronisation. From a
system viewpoint this might indicatethat it is preferable
to use two samplesper chip at the input of the matched
filter

The sampling time I is the ideal one, at the centre of the
bit period, whilesampling timeII is at 115 of the bit peri­
od offset from the previousone.
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3.1.3 Practical implementation issues

The other important aspect is how practical the imple­
mentation of the filter is.
The following choiceswereconsidered:

• Butterworth; good group delay but poor transition
band

• Elliptic. steepesttransition bandbutpoorgroupde­
lay

• Chebyshev, a compromise between the previous
two.

The simulation of Figure5 useda steep"brick wall" type
ellipticfilter, inordertoexaminetheextremesof thisnon
linearity.

In practiceit wouldbedifficultto acbievea systemchan­
nel filter with sucbcharacteristics, so a more realisticfil­
ter bas beenconsidered to examine the effectof adjacent
cbannelinterference.

Figure6 showsthe BERperformance of thereceiverwith
no adjacent cbannel interference compared to the case
wberean adjacentcbannelis presentand filteredas in the
main cbannel. No transition band was inserted between
adjacent cbannels. The filter, in this case, is a possible
practicalimplementation, i.e, the cbaracteristics were re­
laxedcomparedto the filterof Figure5.

10·LO

10"5.1

3.3 Sampling at the output of the matcbed filter

Figure8 shows.top to bottom, the timedomainoutputof
the matched filter for ideal SNR and for an SNR more
typicalof a fully loadedsystem.
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Figure 6
Effect of Adjacent Cbannel Interference

It is clearformFigure6 thatadjacentcbannelinterference
doesnot seemto bea majorissue in limiting theperform­
anceoftbe receiver, giventhata normalpracticalchannel
filter is used.
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Figure 10 shows that at high SNR it is not possible to set
a threshold level such that all the expected detect signals
are correctly generated, and that there are DO spuriously
generated detect signals.
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Figure 8
Outputs or the Matched Filter

The simulation results for different SNR values have
been used to investigate the feasibility of synchronising
the sampling at the output of the matched filter by mean
of a detect signal.

This detect signal would be generated every time the out­
put of the matched filter raises above a fixed threshold
level.

Figure 9, ideal, shows that setting the threshold level an­
ywbere between 16 and 62 will ensure that all of the ex­
pected detect signals are generated correct1y, and that
there are no spurious detect signals. For threshold levels
below 16, the detect signal is spuriously generated by the
correlation noise. For threshold levels above 62 all the
correlation peaks are below the threshold. so no detect
signal is generated.

Figure 10
Correct and Spurious Detect at Low SNR

Other means of synchronising the output of the matched
filter are:

• inserting a pilot code with high SNR
• further signal processing on the output of the detect

output.

In the second case, the testing of such an algorithm was
done using C programs and Comdisco simulations.

An algorithm based on a "flywheel" concept bas been de­
vised, and Figure II shows the improvements in the
quantities of spurious and undetected pulses.

Figure 9
Correct and Spurious Detect at ideal SNR
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"FIywheeF' Algorithm Results
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Thus the use of the "flywheelalgorithm"allows us to op­
timise the generationof detectpulses at low SNR.

Simulations can also be easily be run to assess the per­
formance of different type of codes usedin the spreading
process.

4 CONCLUSIONS

This work shows some simulationresultsof a simple Di­
rect Sequencesystembased on a MatchedFilter receiver.

It is shown how simulationis a powerfultool to visualise
the signal at different point in the system, to assess the
importance of certain parameters, and to explore issues
that would be difficult or impossible to tackle with ana­
lytical means.

In particular, we showed:

• general waveformsin the system
• trade-offs in the cboice of the channelfilteringand

importance of the sampling instant at the input of
the matched filter, if one sample per chip is used.

• relevance of the channel filtering from the demod­
ulator performance and from the system spectral
efficiency points of view.

• use of simulations to examine how to synchronise
the samplingat the outputof thematchedfilter,and
to test the performanceof differentspreadingcodes
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