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The earliest interactive computer systems were based on a
conversational mode of interaction, in which user and
computer communicated through the exchange of linguistic
utterances. Since the advent of 'direct manipulation'
technology, there has been a tendency to develop and
promote an alternative mode of interaction, based on the
user's manipulation of computer displayed objects. This
paper reviews recent developments in the implementation
and understanding of direct manipulation interfaces which
point to various limitations in manipulative interaction
which might be overcome through the selective re-introduc
tion of conversational interaction. Are-conceptualization
of the direct manipulation philosophy is suggested to
accommodate these developments in which directness is
said to be a property of both action and language based
systems. A social definition of directness is proposed as the
basis of a new philosophy of graceful interaction and a
number of practical guidelines are offered to reduce the
incidence of clumsy manipulation.
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1. Introduction

One of the most significant developments of the 1980's in human computer interaction (HeI)

was the emergence of 'direct manipulation' as a theoretical concept and design practice. At the

heart of this development is the promotion of graphic and manual forms of interaction over

and above more abstract and linguistic ones, on the grounds that the former place less load on

the human cognitive system and are preferred by users. This philosophy has had a massive and

largely beneficial impact on the face of personal computing and continues to exert a strong

influenceon the design ofinteractive software today.

However the technological and intellectual landscape of HCI in the '90s is changing and there

is a need to review the direct manipulation 'story' in the light of these changes.

Technologically, the supremacy of the personal computer as we know it may be coming to an

end, with the advent of specialised and portable appliances for both computation and personal

communication. Intellectually, there is a concern to understand the social as well as the

cognitive attributes of computers as they are used within some real work setting. Given these

changes, we might ask if is it still appropriate to hold on to the direct manipulation philosophy

in its present form, and if not, what new philosophy should replace it.

The purpose of this paper is to answer this question. It is argued that direct manipulation was

a concept for its time, and that a number of recent developments in theory and practice have

begun to highlight new values for conversational forms of interaction which need to be

integrated with the original insights. The paper begins by considering the origin and

development of direct manipulation, and goes on to present a reconceptualisation of the

concept prior to a discussion of implications for the field.

2. Original observations on direct manipulation

Direct manipulation was a term coined by Shneiderman (1982, 1983) to refer to a style of

interaction characterised by the following three properties:

1. Continuous representation of the object of interest,

2. Physical actions or labelled button presses instead ofcomplex

syntax, and

3. Rapid incremental reversible operations whose impact on the

object of interest is immediately visible.
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These properties were said to be present in a variety of systems ranging from video games and

spreadsheet packages to computer aided design systems and certain office systems.

Display editors were said to be a good example of these new-style interfaces, since they

presented a full page of text in the format in which it was to be printed out (what you see is

what you get), and allowed the user to manipulate that format directly by manually inserting

space or text and moving blocks of material physically on the screen. In this way they

presented the object of interest to users (i.e. the page as it would be printed) and supported

rapid, reversible actions on that object through simple physical activity.

In effect Shneiderman was noting the intuitive appeal of physically manipulating graphical

representations ofobjects instead of formulating complex linguistic commands, and he claimed

a variety ofbenefits for such manipulation; including ease oflearning, ease ofuse, retention of

learning, reduction and ease of error correction, reduction of anxiety and greater system

comprehension. A further observation was that the trick to creating such systems was to 'come

up with an appropriate physical model of reality' from which to design a visual interface

language (1982, p253).

At the time, the new systems referred to by Shneiderman contrasted stongly with more

traditional database, statistics, transaction processing, and text editing systems based on

command languages and character line displays. In these systems, users would interact with

the computer by writing short programs, entering local instructions or responding to detailed

questions, always in some 'programming language' of sorts. Hence the title of Shneiderman's

1983 article: Direct manipulation: A step beyondprogramming languages. Viewed in this

context, manipulation-based interaction was indeed an exciting development, and it is easy to

understand why Shneiderman concluded his 1983 article with such optimism:

"The future of direct manipulation is promising. Tasks that could have been performed

only with tedious command or programming languages may soon be accessible

through lively, enjoyable interactive systems that reduce learning time, speed

performance and increase satisfaction", (p68).
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3. Theoretical developments since 1983

3.1 Introduction

Thinking about direct manipulation has itself developed and changed since 1983 through a

series of papers discussing the relative merits ofaction and language based interactions. These

are worth reviewing briefly here since they are unanimous in equating direct manipulation

systems with the representation of model worlds, and in noting the value of alternative or

additional forms of linguisitic interaction. They come primarily from Hutchins, Hollan &

Norman (1986), Hutchins (1989) and Laurel (1990), and from two schools of researchers at

Nijmegen University and Hewlett Packard Laboratories.

3.2 Hutchins, Hollan & Norman (1986)

In 1986 Hutchins, Hollan and Norman published an analysis of Shneiderman's original claims.

They concurred with Shneiderman about the attractiveness ofdirect manipulation systems, but

sought to explain the psychological basis of this attractiveness. Taking Shneiderman's

definition of direct manipulation as a starting point, Hutchins et al went on to examine the

notion of 'directness' in some detail, proposing that it was related both to the psychological

distance between user goals and user actions at the interface, and to the psychological

engagement of feeling oneself to be controlling the computer directly rather than through

some hidden intermediary. The notion ofdistance relied heavily on an application ofNorman's

(1986) seven stage theory ofaction to the domain of human computer interaction. The notion

of engagement was based on Laurel's (1986) ideas about the mimetic and metaphorical nature

of interfaces.

Essentially distance refers to the mis-match between the way a user normally thinks about a

problem domain and the way it is represented by a computer. Systems which reduce distance

reduce this mis-match and the associated mental effort of working out what can be done in the

system (semantic distance) and how to do it (articulatory distance). Engagement on the other

hand refers to a particular style of representation based on a model world metaphor rather

than on a conversational metaphor for interaction. Systems can encourage a feeling of

engagement by depicting objects of interest graphically and allowing users to manipulate them

physicallyrather than by instruction.
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This leads to a space of interactive systems varying in distance and engagement (see Figure

I). Direct manipulation systems minimise distance and maximise engagement and are said to

present the most 'direct' kind of interfaces to users. Interestingly, Hutchins et al also

acknowledge the possibility of poorly designed model world systems (low level world) and

well designed conversational systems (high level language) in this diagram, to indicate that

direct manipulation is not a panacea for all interface design problems. More specifically they

note the difficulty of carrying out repetitive operations, identifying sets of objects and

specifying very precise values through manipulation (p l 18).
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Figure I. A space of interfaces. Figure 5.8 in Hutchins, Hollan & Norman

(1986). Redrawn with permission.

Thus Hutchin's et al conclude that direct manipulation systems are likely to have benefits

insofar as they simplify the mapping between goals and actions at the interface, but at the cost

of losing the power of abstraction in interaction: "Basically, the systems will be good and

powerful for some purposes, poor and weak for others", Hutchins et al (1986, pi 19).

3.3 Hutchins (1989)

Hutchins (1989) promotes mixed mode interaction in a discussion ofMetaphors for interface

design. He describes three kinds of metaphors commonly used in interface design; activity
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metaphors representing the broad goals of some computer based activity, mode of interaction

metaphors representing the general relationship between the user and the computer, and task

domain metaphors representing the structure of particular computer based tasks.

Concentrating on mode of interaction metaphors, Hutchins goes on to describe four types

which he calls the conversation, declaration, model-world and collaborative manipulation

metaphors. Direct manipulation systems are said to be those which support the model-world

metaphor where "expressions have the character of actions taken in the world of interest".

(p20).

In a departure from the original theory. Hutchins argues that direct manipulation systems have

the special psychological property of eliminating the reference gap or 'referential distance'

between the expressions in an interface language and the objects to which they refer. It was

first argued that direct manipulation systems helped to reduce the referential ('articulatory')

distance between the form and meaning of an expression inherent in the conversation

metaphor. Hutchins now claims that they serve to remove it altogether, by collapsing the

linguistic description of an action on some object into an action which is itself applied to a

representation of the object.

Paradoxically, the lack of referential distance within direct manipulation systems is shown by

Hutchins to be a weakness as well as a strength. By definition, some referential distance is

required to support abstract reference to unseen objects, which might itself be useful for

particular tasks. The example Hutchins gives is wanting to perform some action on every

word in his paper begining with the letter s. It might be easier to specify this action using a

single conversational expression refering to the character of the target words, rather than by

searching for each target word itself and performing the action manually.

This leads Hutchins to propose a collaborative manipulation metaphor for human computer

interaction. This is characterised by the combination of conversation with an intelligent agent

with the manipulation of objects in a model world. In Hutchin's own words, the collaborative

manipulation metaphor suggests that:

"The user should be able to have a conversation about the world with the agent, and both the

user and the agent should be able to manipulate the shared world". (p24).
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3.4 Laurel (1990)

Quite independently, Laurel (1990) makes the same point in an article promoting Interface

agents: metaphors with character. Laurel was commissioned by Apple Computers to edit a

collection ofreadings on interface design intended to train Apple employees. Her own chapter

highlights a tension in the rest of the book between those who argue for the further elaboration

of the model world metaphor and those who argue for a re-introduction of the conversational

metaphor. Interface agents are an implied focus for conversational interaction or action

through an intermediary, being defined as "a character, enacted by the computer, who acts on

behalf ofthe user in a virtual (computer-based) environment", (p356).

This represents a development of Laurel's 1986 paper which promoted 'first-person' interfaces,

in which the user feels him or herself to be acting directly on some model world (rather than

indirectly through some hidden intermediary). Like Hutchins, Laurel begins to note a number

of computer-based tasks which are difficult to perform directly in first-person mode and might

be more easily achieved in second-person mode by delegation through language to an interface

agent. These include retrieving, sorting, organising, programming and scheduling. In addition,

Laurel promotes the interface agent as a convenient new metaphor for representing the more

(pro-)active and autonomous components of modem computer systems. These include

various forms of agency, such as facilities to filter information, remind, help, tutor, advise,

perform or play.

These ideas on the relative advantages and disadvantages of manipulative and conversational

forms of interaction can also be found elsewhere in the interface design literature. In

particular, two distinct schools of interface researchers from Nijmegen University and

Hewlett-Packard Laboratories provide various comparisons and critiques in support of mixed

mode interfaces.

3.5 The Nijmegen school

Two papers from Nijmegen build on Norman's (1986) Seven Stage Theory of Action to

evaluate conversational and model-world systems in terms of their 'directness' (Claassen, Bos

& Huls 1990, Desain 1988).

Desain (1988) examines ways of minimising the semantic and syntactic distance between user
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goals and actions at an interface, in systems based on both the conversational and model-world

metaphors. He shows how each mode of interaction can facilitate directness in different but

complimentary ways. For example, conversational systems are said to be good for supporting

abstract refering expressions and varying.amounts of precision and detail. In contrast, model

world systems are said to be good for supporting anaphoric reference and a consistent user

model.

Claassen, Bos & Huls (1990) collapse Hutchins' 4 mode-of-interaction metaphors into 2, the

'conversation mode' and the 'manipulation mode', before going on to summarise what they see

as their main disadvantages. The conversation mode is said to be bad for helping the user

maintain a mental model of the system, describing spatial structures, learning to use, and

refering to entities. The manipulation mode is said to be bad for describing functional or causal

properties, providing help, supporting abstractions, interrupting the user, and refering to

actions and invisibleobjects.

Both these works conclude strongly that engagement, in the first-person sense, is not always

necessary to ensure directness, since some tasks can be performed more 'directly' by

instructing an intermediary in language than by manipulating objects in some model world.

3.5 The Hewlett-Packard school

This last point is also stressed in a number of papers from Hewlett-Packard research staff

writing on mixed mode interaction (eg. Brennan 1990, Frohlich 1991, Jones 1991, Stenton

1990, Walker 1989, Whittaker 1990). All these authors point to the shortcomings of

manipulation based interaction and promote the use ofconversational interfaces to compensate

for these in a mixed language/action environment.

For example, Whittaker (1990) lists three major problems with direct manipulation interfaces

as defined by Shneiderman. Ensuring that objects of interest are continuously visible is said to

be difficult or impossible in complex or distributed applications. Giving immediate feedback

about the results of action is said to be impossible for actions with delayed results and

undesirable for background tasks. Finally, making actions incremental is said to be tedious

and inefficient for repetitive tasks.

Walker (1989) begins to list some of the properties of language which could overcome these
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problems in a desktop office environment. These include definite description, discourse

reference, temporal specification, quantification, coordination, negation, comparison and

sorting expressions.

These kinds of comparisons led Brenan (1990) to promote conversation as a form of direct

manipulation, and Stenton (1990) to propose mixing. the conversational and manipulative

modes of interaction by design. Frohlich (1991) has begun to map out the design space of

possibilities for such mixing, and to note that it is already taking place even in classic 'direct

manipulation' systems such as the Apple Macintosh.

4. Major technological developments since 1983

4.1 Introduction

Since the advent of the earliest direct manipulation systems noted by Shneiderman there have

been roughly three significant developments in technology (insofar as the direct manipulation

philosophy is concerned). The first development is a continuation of the trend to design model

world or virtual world systems. The second development is a counter-trend to extend the

scope and usability of conversational or virtual partner systems. And the third development is

a growing tendancy to combine both action and language based interaction in so called mixed

mode systems. A brief flavour of each development is given in the following three sub

sections.

4.2 Virtual world systems

The ultimate extension of the direct manipulation philosophy can be seen in the development

ofvirtual world systems. These are model-world systems so compelling as to cause the illusion

of true 'immersion' inside the world. In other words users are psychologically projected into

an artificial reality which they can affect through their own actions.

The sense of presense or immersion in the world is a critical factor which goes beyond mere

engagement with objects of interest. This can be illustrated with reference to Computer Aided

Design systems for architects. Conventional CAD systems might allow architects to draw and

then manipulate building plans displayed on a graphics workstation. Virtual reality CAD

systems would be able to present a stereoscopic display of the planned building for evaluation
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by allowing users to move around in it (see below). Only in the second case does the user

experience being inside the scene depicted for manipulation.

Historically the development of virtual reality systems can be traced back to the work of

Sutherland at MIT in the early 1960's. Sutherland developed the first interactive graphics

system called Sketchpad around 1963 and followed this up with the first head mounted

stereoscopic display in 1965. However, virtual reality system development accelerated rapidly

from the early 1980's onwards with the establishmentof military projects like the US Airforce

Supercockpit programme in 1982 and the NASA VIEW Project in 1985. These projects

recognised the value of simulating dangerous or inaccessible environments for operator

training and/or remote control, and contributed to the drive for better input and output

technologies for human computer interaction. Foley (1987) lists some of the new interface

technologies to emerge during this period, which include 3-D interactive colour graphics,

stereoscopic head mounted displays, and motion sensitive input devices such as the

DataGlove.

The application of virtual reality systems now extends far beyond the military field. Brooks

(1987) lists a variety of early civilian applications, including the WALKTHROUGH system

which allows architects and their clients to move through a 3-D representation of a building

generated from plan and elevation drawings, by manipulatinga pair ofjoysticks, a 6-D sensor

or by walking on a treadmill steered with handlebars. Other examples given are GROPE to

support molecule docking for chemists, GRINCR to support electron density interpretation

for biochemists, and ANATOMY RECONSTRUCTION to support the interpretation of

anatomical representations for radiologists. In addition to Computer Aided Design, mollecular

modelling and medical applications, virtual reality technology is also being applied within the

leisure and entertainment industry to create realistic special effects for films and interactive

games.

However, despite modem developments in virtual reality toolkits and cheaper input and output

devices virtual reality technology has not yet achieved widespread commercialisation.

There are some who doubt that it ever will because of the implicit expectation that people will

be prepared to transfer a large part of their everyday activities into the artificial environment of

the computer. Rather they argue that computers should be used to invisibly enhance the real

world environment that people are already familiar with operating (Weiser 1991). This is a

9



nice twist to the virtual reality story which is sometimes referred to as real virtuality or

ubiquitous computing because it is based on the notion that computers and computer

generated objects should become part of the furniture and fabric ofeveryday life. Thus Weiser

(1991) goes on to describe work at Xerox PARC in which researchers are creating enhanced

office environments containing wall sized displays in meeting rooms, pen-based scratchpads

for viewing and marking electronic documents, miniature tabs which represent project folders,

and active badges which keep track ofyour movements in the building.

Another example of this approach is represented by work on the DIGITAL DESK and

MARCEL systems which monitor real paperwork with a camera suspended above a desk and

project computer displayed images onto the same desk surface (Wellner 1991, Newman &

Wellner 1992). In this way people can momentarily conjure up and manipulate virtual

computer generated objects such as a calculator, or perform instant computations like foreign

word translations by simplygesturing at textual material in the real world.

In the long term, the real virtuality movement seems set to make the bigger impact, since

industry commentators are already noticing the way in which computation is creeping into

ordinary households in the guise of enhancements to existing devices like phones, televisions

and video cassette recorders (Miller 1990). However, from the point of view of developments

in interface design, both virtual reality and real virtuality systems share the characteristic of

promoting manipulation-based interaction with virtual material objects. This contrasts with

systems described in the next section which promote language-based interaction with virtual

immaterial subjects.

4.3 Virtual partner systems

In parallel to the development of virtual world systems, there has been substantial progress in

the development of what might be called virtual partner systems. These are systems based on

a conversational rather than a manipulative mode of interaction, which employ linguistic

utterances rather than physical actions as the primary means ofcommunication. Consequently

they tend to project system facilities in terms of the knowledge of some virtual partner rather

than as the behaviour of objects within some virtual world. Typical virtual partner systems are

knowledge based or expert systems designed to answer user questions within some domain

(e.g MYCIN), natural language information retrieval systems (e.g. INTELLECT) and speech

input-output systems (e.g. VODIS).
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Expert and knowledge based system technology has matured to the point where such systems

are being routinely embedded in more conventional applications as diagnostic or advisory

modules. Current research is therefore focussed on methods of integration and maintenance

(e.g. Merry 1992), on improving the quality and helpfulness of advice and explanation (e.g.

Gilbert 1989, Stenton 1987) and on making the dialogue more conversational (e.g. Frohlich &

Luff 1990). An offshoot of this technology lies in the development of intelligent tutoring

systems which are often designed to ask questions, critique actions and explain concepts (e.g.

Cawsey 1989). To do this these systems usually monitor and converse with users about their

actions or understandings of some domain. They may therefore be perceived as virtual

partners working alongside the user in some wider activity which is also represented by the

system (see Section 4.4).

Natural language technology has been steadily improving for some time, and currently allows

the construction of reliable but restricted (text-based) natural language interfaces to

knowledge bases, databases and other applications. These are becoming increasinglyimportant

in information retrieval applications since users can no longer be expected to navigate through

the growing volume of information available to them on personal and corporate databases

around the world. One thing which makes natural language interaction feasible today is the

fact that users have been found to automatically adapt their style of language use to that of the

computer (Brennan 1991).

Speech input and output has suddenly become highly valued with the growth of

telecommunications services and the miniaturisation of devices. In the first case, the possibility

of providing telephone enquiry services by computer is acting as a massive impetus to the

development of better speech recognition and synthesis technologies (c.f the SUNDIAL

system, Peckham 1991). In the second case, the design of smaller and smaller devices is

making voice and/or handwriting input into an attractive option. This is related to the

shrinking of input devices and screens which makes it more difficult to design convincing

graphical representations for manipulation based interaction and to the replacement of

keyboards by pens. Whenever voice or handwritten input is interpreted by the device the user

is likelyto think of it as a virtual partner.

As with developments in virtual world systems there is a twist to developments of virtual

partner systems. This is represented by the proliferation of text and video based systems for
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computer mediated communication. Electronic mail, text and videoconferencing systems are

arguably virtual partner systems by virtue of introducing other human agents into the human

computer interaction. However, many of these systems support interpersonal communication

in the context of some shared workspace and might therefore be better described as mixed

mode systems (see Section 4.4)

4.4 Mixed mode systems

Finally, in contrast to both the above trends there is evidence of an upsurge in the design of

'mixed mode' systems which attempt to integrate language and action modes of interaction in a

single system (Taylor 1988, Taylor, Neel & Bouwhuis 1989).

Perhaps the simplest examples of mixed mode systems are those in which the language and

action components of a system have been deliberately separated into distinct virtual partner or

virtual world metaphors. By definition, these systems depict an explicit interface agent within

some virtual world. This is true of AGENTS in Hewlett-Packard's NewWave office

environment (Stearns 1989), GUIDES in an Apple Computers' hypermedia system (Oren,

Salomon, Kreitman & Don 1990), and ANGELS in MCC's Hl'I'S Knowledge Editor (Terveen

1990). Agents are currently designed as software robots for automating routine activities

performed on the NewWave desktop, and can be instructed by demonstration or through a

specialised 'Agent Task Language'. Guides recommend routes through a hypermedia

database on American History between 1800 and 1850, based on their likely interests as stock

characters of the period. Angels provide advice on the use of a knowledge representation and

maintenance tool, making suggestions and engaging the user in question answer sequences

about editing operations.

The other class of systems which mix interface agents with virtual world representations are

certain computer mediated communication systems (see also Section 4.3). In these cases the

'interface agents' are not agent-like bundles of system features but other people to whom the

system connects the user in some way (e.g. the COCO system, Tang 1993). Much of the value

of these systems lies in the fact that people can communicate remotely about some shared

visual environment which is also represented by the system (Whittaker, Geelhoed & Robinson

1993), and there is a wealth of reported experimentation and experience in this field which

begins to suggest ways of mixing language and action based forms of interaction to good

effect (e.g. McCarthy & Miles 1990, Whittaker, Brennan & Clark 1991).
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In other mixed mode systems, the separation between the conversational and manipulative

components is less clear; being more closely integrated at a micro rather than a macro level of

analysis. Thus for example, in most 'desktop' office systems Windows, Icons, Menus and a

Pointer are used together to manipulate a virtual office world. This leads to a now common

WIMP-style interface in which physical manipulations are performed through sequences of

mixed mode expressions. For example in Hewlett-Packard's NewWave office environment one

way of duplicating a document involves clicking over it's icon with a mouse-driven cursor,

before applying 'Copy' and 'Paste' operations to it through a menu.

Although action might be said to be the dominant mode in such systems, they cannot

technically be called direct manipulation systems because of the way in which linguistic

commands on menus are invoked in combination with manipulative actions like pointing,

dragging and dropping (Frohlich 1991). Desktop office systems might be contrasted with

certain hypertext systems in which language is dominant but presented for manipulation within

some visuo-spatial framework. Electronic form filling systems such as the FORMS HELPER

are mixed mode in this second sense since they involve carrying out a conversation with a

virtual partner within the framework ofa stack ofvirtual pages (e.g. Frohlich 1987).

In yet other systems, language is offered as an alternative to action as a method of interaction,

as in the ACORD system (Lee & Zeevat 1990). This is a transportation monitoring application

which allows users to update a knowledge base of truck positions, either by dragging truck

icons around a geographical map or by informing the system of truck movements in natural

language.

This kind of approach is being extended by supporting various combinations of language and

action in a single input expression. Thus in the ACORD system itself, pronominal reference in

a sentence like 'It goes to the depot' can be performed by the user clicking on the 'it' in

question. Other examples include the manipulation ofgraphical tree formalisms to change the

focus ofa natural language question about circuit boards in SHOPTALK (Cohen et aI 1989),

and the use of previous result windows to constrain the interpretation of subsequent natural

language database queries in SAMi (Nelson & Stenton 1991).

Another way in which the language and action modalities can be combined is to split them

across the input and output interfaces. This results in what might be called cross modal
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interfaces of either a Language-In/Action-Out or Action-InlLanguage-Out form (Frohlich

1991). An example of the former is the use of voice commands in the VIrtual Environment

Workstation or VIEW system (Fisher, Wenzel, Coler & McGreevy 1988), while an example of

the latter would be represented by a system summary or critique of user actions performed

within an intelligent tutoring system.

All these forms of mixed mode interaction show how the character of pure virtual partner or

virtual world systems can be altered by introducing elements of the complementary mode into

the input or output interface. Not all of these forms lead to the kind of 'clean' collaborative

manipulation described by Hutchins (1989) in which the user can both perform actions on

some virtual world and delegate actions to an explicit interface agent having equal access to

the same world. Many mixtures of language and action are possible, some of which appear to

result in quite novel forms of physical and social activity which have no correspondence in the

natural world. Perhaps the most challenging mixtures lie at the boundary between the physical

and the social, where language is somehow manipulated as a material in its own right, as in

Aron's (1991) hyperspeech system for presenting interview data, or where sequences of

actions become welded together into higher level language-like units, as in visual programming

by example (e.g. Kurlander & Feiner 1992).

5. Towards a new philosophy

5.1 Separating directness and manipulation

What then, should be made of these developments in the application and modification of ideas

on direct manipulation interfaces? What implications do they have for the direct manipulation

philosophy?

In the first instance they appear to point to a clear separation between issues of directness and

issues of modality in interface design; in the simplest case to a separation between directness

and manipulation.

Manipulation refers to an action-based mode of interaction between people and computers, in

which, as Hutchins says, expressions at the interface take on the character of actions within a

world of interest to the user. This action-based form of interaction encourages a certain

quality of interaction which has been described as 'engagement', where the user feels him or
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herself to be the primary agent effecting changes in this world, rather than being 'once

removed' as it were, in the position of an onlooker instructing another agent to carry out such

changes on his or her behalf

Being 'once removed' typifies a second person form of interaction which corresponds to an

alternative conversational modality. Here expressions at the interface take on the character of

utterances in a conversation (Frohlich 1991). This leads to a language-based form of

interaction which exploits the instrumental and regulatory functions of language (Haliday

1970) in changing the world by controlling the behaviour of some virtual partner to which the

input expressions are addressed. It is this partner who is seen, metaphorically speaking, to

carry out the requested actions and return their results. The growing debate about interface

agents seems to tum on the extent to which this virtual partner should be characterised

explicitly at the interface.

Directness seems to have been a term originally intended by Shneiderman to refer to the first

personness of interaction through manipulation. However, Hutchins, Hollan and Norman have

now substantively changed the meaning of 'directness' by dividing it into distance and

engagement; using engagement to refer to first personness. Distance is elaborated at

considerable length to refer to the cognitive complexity of mapping psychological variables of

interest to the user, such as goals, to physical variables of interest to the computer, such as

actions at the interface. Systems that are designed in such a way as to minimise this distance

are now described as direct. Given this new interpretation ofdirectness as minimised distance,

it is quite legitimate and indeed instructive, to apply it to both manipulative and conversational

systems as Hutchins et al suggested (see again Figure 1) and as the Nijmegen and Hewlett

Packard schools have done.

What these schools have begun to discover is that all combinations ofdirectness and modality

are indeed possible. In contrast to Shneiderman's examples of indirect conversation (few-level

language' in Figure 1) and direct manipulation, researchers from each school have begun to

provide examples of indirect manipulation ('low-level world' in Figure 1) and direct

conversation ('high-level language' in Figure 1) - see also Cohen 1992. In fact, the entire

debate about the relative advantages and disadvantages of language versus action based

interfaces turns on an attempt to explicate the conditions under which each is most direct.

Fortunately there is a symmetry to these conditions which means that language is often well
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designed to overcome the problems with manipulation as a method of interaction, and vice

versa. This complementarity of physical and social activity should not be seen as an accidental

feature of system design but rather as a deep property of human collaboration and perhaps

even of life itself (c.f. Pattee 1977). Its effect on technological developments in system

design appears to have been to polarise the application of manipulative interaction around

tasks which are naturally visual in character, and the application of conversational interaction

around tasks which are not. Mixed mode interaction tends to be applied to support complex

tasks in which only a subset ofoperations can be represented visually (see Figure 2).
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Figure 2. Direct and indirect interaction as a function ofcognitive directness

and interface modality.

Separating directness from manipulation in this way now allows us to talk more radically of

what might be called direct interaction; where the feeling of doing things directly with a

computer system can result both from the 'rapport' which can develop between a user and

some virtual partner, as well as from the 'engagement' between a user and some virtual world.

The concept of rapport between user and system is a productive one since it calls attention to

some of the social dimensions of directness which have so far been overlooked in discussions

of direct manipulation. These are explored in the next section to reveal a puzzle for any

theory of direct interaction, which is that high levels of rapport in conversational interaction

seem to be associated with high levels of indirectness between participants.
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5.2 Rapport and indirectness in conversation

There appear to be three kinds of indirectness associated with conversational interaction.

The first type of indirectness simply refers to the high cognitive effort involved in describing

certain concepts in language. This indirectness is present at least in the expression of visuo

spatial relations such as when you are explaining directions to someone over the phone. This

particular task is subjectively hard work, and is performed more easily and efficiently in mixed

mode fashion with reference to a shared visual workspace or map (Whittker et al 1992). Its

relevance to HCI should be clear from the discussion above in which it was suggested that this

kind of indirectness might be minimised by freely mixing and matching linguistic and

manipulative modes ofinteraction to suit the task at hand.

A second type of indirectness in conversation seems to be associated with conventions of

politeness where people may not always speak frankly and openly about certain issues because

it would be considered rude to do so. These kinds of inhibitions and constraints appear to be

relaxed with increases in rapport between parties who subsequently feel they can talk directly

on a wide range of subjects. This kind ofdirectness is probably irrelevant to the HCI situation

in which there are few, if any, inhibitions about the kind of subjects which might be broached

in interaction. Indeed such disinhibition is a valuable attribute of computer interviewing

systems to which people are often more willing to divulge sensitive personal information (e.g.

Waterton & Duffy 1984).

A third kind of indirectness in conversation stems from the fact that participants commonly

manage to mean much more than they actually say. In doing this they rarely say directly what

they mean. This phenomenon is worth explaining in a little more detail since I want to argue

that it is seldom recognised but highly relevant to the HCI situation.

Garfinkel (1967) provides a dramatic demonstration of this kind of indirectness in two

informal experiments he asked his students to perform. In the first experiment he asked

students to report conversations they had had by writing on the left hand side of a sheet of

paper what was actually said and on the right hand side what they and their partners

understood they were talking about. Many more matters were understood than were spoken

about as can be seen from the following two opening turns from one such report (pp38-39):

HUSBAND: Dana succeeded in putting This afternoon as I was bringing Dana, our
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Did you take him to the

record store?

a penny in a parking meter

today without being picked

up.

four-year-old son, home from the nursery school,

he succeeded in reaching high enough to put a

penny in a meter parking zone, whereas before

he has always had to be picked up to reach that

high.

Since he put a penny in a meter that means that

you stopped while he was with you. I know that

you stopped at the record store either on the way

to get him or on the way back. Was it on the way

back, so that he was with you or did you stop

there on the way to get him and somewhere else

on the way back?

In the second experiment Garfinkel asked students to try get co-participants to spell out

directly the sense of their remarks. This turned out to be both impossible and distressing since

people tended to become aggressive in sanctioning the request, as shown below (p42):

(S) Hi, Ray. How is your girl friend feeling?

(E) What do you mean, "How is she feeling?" Do you mean physical or mental?

(S) I mean how is she feeling? What's the matter with you?

WIFE:

Garfinkel used these findings to show that the use and interpretation of language relies on a

good deal of taken-for-granted knowledge possessed by speakers and hearers relating to the

biography, relationship, and purposes of participants and to the form and placement of

utterances in the conversation. Other versions of the indirect character of language can be

found in philosophy and linguistics. For example Searle (1975) points out the form and

importance of indirect speech acts in which the literal and intended meaning of an utterance

appear to come apart, and Grice (1975) describes a cooperative principle for conversation

whereby participants expect each other to be as honest, relevant, informative and brief as

possible. This leads people to design economical contributions to conversation which, for

practical purposes, both refer and add to the background knowledge or common ground held

between them (Clark & Schaefer 1989, Clark & Brennan 1991). This can only work because

of the highly interactive system of tum taking in conversation and the many sequential

opportunities it provides for the repair of misunderstanding (Sacks, Schegloff & Jefferson

1974, Scheglotf, Jefferson & Sacks 1977).

As far as rapport between parties is concerned, this appears to be associated with highly
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indirect conversations in which there are large gains in common ground for fewer turns, and

where misunderstandings, trouble and repair is minimised between parties. Conversely,

indications of a breakdown in rapport can be found in the extensive interactional work

involved in coping with dissaffiliative situations like disagreements or corrections where one

party must spell out a trouble they are having with another's talk. Utterances in these areas are

typically, prefaced, delayed, hesitant, and mitigated (e.g.Pomerantz 1984).

All this is a puzzle for the original notion of direct interaction in HCI, since we have now

described a pervasive form of indirectness in conversation which seems to underlie highly

efficient interaction. Furthermore, its very efficiency appears to rely on more rather than less

cognitive work being performed by the interactants.

5.3 Twists, turns and graceful interaction

The puzzle of desirable indirectness in interaction is solved if we shift to a more social

definition of directness as interaction in which there is least collaborative effort expended to

achieve a users' goals. Activities which are cognitively indirect can then be seen as socially

direct in that they have the effect of minimising the joint work carried out by system and user

entailed in achieving task success.

This is a much more promising basis on which to build a philosophy of interaction since it

clarifies the relation of 'directness' to usability which was always an unknown and unreliable

quantity in the direct manipulation story (Ankrah, Frohlich & Gilbert 1990). Collaborative

effort, unlike cognitive effort, can be measured in terms of the actual interactional work

involved in carrying out some activity. In practice this work may amount to the number and

severity of twists and turns in the interaction. Usability may simply be proportional to the total

number oftwists and turns in all interactions experienced with a system.

I'd like to refer to this view and its associated prediction as a philosophy ofgraceful interaction

(after Hayes & Reddy 1983) since it is centrally concerned with the conditions underlying

elegant interaction per se, rather than with those related to the reduction of cognitive effort in

human interactants. Gracefulness rather than directness captures the flavour of this shift in

emphasis from the interactant to the interaction, and further serves to distinguish the specific

social definition of directness promoted above from all the other definitions of directness

mentioned in the review. Unlike Hayes & Reddy (1983) who used the term to refer to certain
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internal properties of a gracefully interacting system, I use gracefulness to refer to the dynamic

property of a human computer interaction that would normally be recognised as 'pleasing or

attractive, especially in form, movement or action' (Concise Oxford Dictionary). The opposite

of graceful interaction is graceless or clumsy interaction in which there is an awkwardness of

movement or shape (Concise Oxford Dictionary).

Both gracefulness and clumsiness are equally likely to be found in interactions with language

and/or action based systems as shown in Figure 3. However I suggest that the selection and

combination of modalities to achieve graceful interaction and avoid clumsy interaction will

serve as a better heuristic for design than any number of attempts to maximise the cognitive

directness of user activity. At the end of the day it may matter less that the user has a

consistent mental model of the user interface and more that he or she can accomplish useful

interactive work, together with the system, in a way which is somehow smooth, elegant and

trouble-free. This may mean sacrificing some attractiveness in the visual appearance of a user

interface for a more important attractiveness in the turn-by-turn operation of the computer

system by its users.
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Figure 3. Graceful and clumsy interaction as a function of social directness

and interface modality.

At the very least the philosophy of graceful interaction should re-focus design attention on a

much neglected aspect of human computer interaction; namely the dynamics of the interaction

itself (see also Frohlich, Drew & Monk 1993, Payne 1990). In order to understand what goes
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to make up a graceful interaction in contrast to a clumsy one it will be necessary to

characterise interactional dynamics in a more technical and social sense than is generally

attempted. Measuring twists and turns are two good starting points in this enterprise since

they are non-trivial properties ofan interaction which can only be identified by careful analysis

of sequential interaction data. Thus a tum might be defined as a bounded 'contribution' to an

interaction by one party preceeding a tum transition to the other party. A twist might be

defined as a repair side sequence to the main interaction attending to some trouble detected

earlier. Neither turns nor twists are straightforward to measure since their identification

depends on making certain decisions about what counts as a true interactional 'boundary' and

about when and where departures from the 'main' sequence begin and end (Frohlich, Drew &

Monk 1993, Luff & Frohlich 1991). These are ultimately decisions about a user or system's

interpretation of prior interactional events, situated in the ongoing flow of actions exchanged

between them. To recognise that 'usability' is somehow related to the experience of

interaction at this micro level of analysis is the first step in seeing and then fixing a clumsiness

of interaction experienced at a more macro level.

6. The future of manipulation-based interaction

6.1 Selective application

So far I have reviewed the history of direct manipulation and made some recommendations

about how its associated design philosophy might be updated. An important part of these

recommendations is that the use of manipulation-based interaction should be further

constrained rather than further expanded in the future, to take account of its limitations in

supporting certain applications, technologies and tasks. Failure to constrain the use of

manipulation in these contexts will result in forms ofclumsy manipulation where the joint user

and system work required to carry out individual operations is greater than it needs to be (see

again Figure 3).

This doesn't mean that manipulation-based interaction has no future and should not continue

to grow and develop within virtual world and mixed mode systems. Rather it implies that the

real future for such technology lies in a more selective application within these systems, which

builds on its strengths in helping users to visualise and explore novel virtual environments

whilst avoiding its weaknesses in filtering and presenting non-visual information.
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In this final section of the paper I want to draw together the main lessons of the review for

constraining manipulation based interaction. There are really two classes of constraints. The

first class are mode of interaction constraints related to the way a user is expected to think

about the machine. The second class are task constraints related to the way a user is expected

to carry out basic interaction tasks.

6.2 Mode of interaction constraints

Although it may be difficult to project a consistent mental model ofany system to the user, the

overall impression of how the system offers itself to the user is certainly a matter for

consideration and design. In particular, the appropriateness of language or action metaphors

for the application should be explicitly thought out, including options for mixed, multi and

cross modal frameworks (see Section 4.4).

A pure implementation of the action modality should be avoided in situations where core

information is typically non-visual, or where the computer is expected to take on an active

rather than passive role in the interaction. In both instances the following forms of agency

may be involved and better represented by a virtual partner than a virtual world:

1. Informing and reminding

In systems whose state may change as a result of external influences it is useful to be able to

inform the user of changes. Alternatively users may want to ask the system to remind them of

a future appointment or event.

2. Responding to interrogation

Users may want to learn about the current state or contents of a system without changing its

state. In a material world there is no-one to ask and every attempt at interrogation causes a

change in the world. An extension of this is the ability to make 'what if interrogations to

explore possible user actions and system states safely.

3. Helping and advising

In some circumstances users may benefit from spontaneous help in operating the system or

from advice on how to improve their use of the system. In other cases the end value of the

system may be in the provision of advice on some specialist topic and no further 'actions' may

be required.
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4. Delegation andproblem solving

Cooperative problem solving might be achieved in some interactions by handing over

responsibility for large parts of a task to the computer. Giving the system a high level task

description for execution is an example of this, as is drawing on statistical reporting or rule

based diagnoses in data analysis.

6.3 Interaction task constraints

In one sense, the recent history of thinking on direct manipulation is a history of discovering

tasks which are difficult to do by manipulation. Here is a brief list of them, for which linguistic

or mixed mode expressions may be more effective:

1. Referring to parts ofthe previous interaction

Because everything in a model world is represented in the 'here and now', actions referring to

the past or future are difficult to control. Referring to a previous segment of interaction is

something you might want to do ifyou encounter trouble at the current 'tum' to see what went

wrong and maybe selectively undo or redo prior activity. Another example ofback-reference is

in identifying a previous action or event for re-use.

2. Schedulingactions to takeplace in thefuture

Similarly referring to actions and events in the future is difficult through manipulation. This is

necessary when controlling actions with delayed consequences or specifying actions to take

place later or repeatedly. A way ofdescribing time intervals, external event triggers and action

policies seems to be required for this.

3. Identifying unseen objects

One the greatest drawbacks of manipulating what you can see as an interaction method is that

objects of interest may lie out of view. This is really a version of the storage and retrieval

problem which is so troublesome in the physical world. Getting unseen objects into view in

order to interact with them may be tedious particularly in large applications with several layers

ofvisual space, with many objects or with small viewing windows. Furthermore in applications

where the object contents are unknown it may not even be worth looking. What is required

here is a way of describing unseen objects by abstract properties such as their name, contents,

or origin.
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4. Identifying groups ofobjects

A related difficulty is in grouping objects which may be scattered spatially in the material

world but nevertheless related in some way. Again the ability to describe categories of objects

by property combinations would obviate the need to do extensive manual searching and visual

comparisons.

5. Performingrepetitiveactions

If the representation of objects of interest in a model world system is too low level, users may

find themselves performing similar manual actions over and over again. For example Making

the same spelling correction throughout a text document is difficult ifdone purely by manually

searching and changing instances of the miss-spelt word. The ability to define and invoke

'macro' actions would be useful here to let the system handle some of this repetition.

6. Doing more than one thing at a time

The immediacy of feedback from manipulative user actions means that actions are generally

performed one at a time. This reduces the possibility of concatonating instructions to execute

several actions which are then carried out at the same time. Users might find this more

efficient in cases where a string of operations have to be performed on the same object (e.g.

forwarding a message to several people and printing it out.

7. Specifyingactions veryprecisely

Physically manipulating objects to very high degrees of precision is difficult, for example in

drawing an image to exact specifications. The ability to input numerical values is useful here.

6.4 Conclusions

Direct manipulation was clearly a large and important step beyond programming languages

(Shneiderman 1983). However, it is not a panacea for human computer interaction as even

the earliest of commentators point out (Hutchins, Hollan & Norman 1986) since there are

situations in which manipulation is clumsy to perform (see Sections 6.2 and 6.3 above). The

key to taking the next step beyond manipulation lies in recognising that these situations are the

very same ones in which language is more graceful as an interaction method, and that a one

sided 'programming' of computers by people can be replaced by a two-sided conversation

conducted in the context of some visual framework. Given the very many ways in which
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language and action might be combined at the interface, the options for new forms of

manipulation based interaction are expanding rather than contracting at present; although the

overall effect of exercising these options may be a general reduction in the dominance of

manipulationas an interaction method.
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