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Abstract

The continued growth of the World-Wide Web and the emergence of new end-user
technologies such as cable modems necessitate the use of proxy caches to reduce latency,
network traffic and Web server loads. In this paper we analyze the importance of
different Web proxy workload characteristics in making good cache replacement
decisions. We evaluate workload characteristics such as object size, recency of
reference, frequency of reference, and turnover in the active set of objects. Trace-driven
simulation is used to evaluate the effectiveness of various replacement policies for Web
proxy caches. The extended duration of the trace (117 million requests collected over
five months) allows long term side effects of replacement policies to be identified and
quantified.

Our results indicate that higher cache hit rates are achieved using size-based replacement
policies. These policies store a large number of small objects in the cache, thus
increasing the probability of an object being in the cache when requested. To achieve
higher byte hit rates a few larger files must be retained in the cache. We found frequency-
based policies to work best for this metric, as they keep the most popular files, regardless
of size, in the cache. With either approach it is important that inactive objects be
removed from the cache to prevent performance degradation due to pollution.

Keywords World-Wide Web, performance evaluation, proxy caching, replace-
ment policies, trace-driven simulation

1. Introduction

The World-Wide Web (“The Web") has grown tremendously in the past few
years to become the most prevalent source of traffic on the Internet today. This
growth has led to congested backbone links, overloaded Web servers and frus-
trated users. These problems will become more severe as new end-user technolo-
gies such as cable modems are deployed. One solution that could help relieve
these problems is object caching [15][27].

In this paper we present a trace-driven simulation study of a Web proxy cache.
Our goal in this study is to evaluate the effects of different workload characteris-
tics on the replacement decisions made by the cache. The workload characteris-
tics that we consider include object size, recency of reference, frequency of



reference and turnover in the active set of objects. These characteristics were
identified in our Web proxy workload characterization study [2].

Our research on Web proxies has utilized measurements of an actual Web proxy
workload. We collected data from a proxy cache that is located in an Internet
Service Provider (ISP) environment. Subscribers to this ISP access the Web
using high-speed cable modems. Measurements of this proxy were collected
over a five month period (Januar{ﬂs May 315! 1997). In total more than 117
million requests were recorded.

Although other researchers have performed caching simulations of Web proxies
these previous studies have been limited to either short-term traces of busy prox-
ies [9][11][14] or long-term traces of relatively inactive proxies [19][25][26].
Our study is the first to examine a busy proxy over an extended period of time.
Caching is more important in a busy environment as it reduces the demand on the
shared external network link. The introduction of high-speed cable modems will
significantly increase the demand on the shared external network link, making
caches an even more valuable component of the Web architecture. Long-term
traces are important in order to identify potential side effects of replacement pol-
icies. Furthermore, our study identifies which workload characteristics merit
consideration in cache replacement decisions and discusses why these character-
istics are important. We then use these characteristics to evaluate the achieved hit
rates and byte hit rates of several existing replacement policies and to identify
their strengths and weaknesses.

The remainder of this paper is organized as follows. Section 2 provides back-

ground information on the World-Wide Web and discusses related work. Section

3 describes the collection and reduction of the workload data set. Section 4 sum-
marizes the results of our workload characterization study focusing on the char-
acteristics that merit consideration when making cache replacement decisions.
Section 5 provides the design of our trace-driven simulation study while Section

6 presents the simulation results. The paper concludes in Section 7 with a sum-
mary of our findings and a discussion of future work.

2. Background

The World-Wide Web is based on the client-server model [8]. Web browsers are

used by people to access information that is available on the Web. Web servers
provide the objects that are requested by the clients. Information on the format of

Web requests and responses is available in the HTTP specification [13].

Figure 1 illustrates how a proxy can be used within the World-Wide Web. In
Figure 1, clients 0-M are configured to use the proxy in order to resolve any
requests for objects available on origin servers 0-N. All of the clients communi-
cate with the proxy using the HTTP protocol. The proxy then communicates



with the appropriate origin server using the protocol specified in the URL of the
requested object (e.qg., http, ftp, gopher) [20].

Figure 1. Using a Proxy within the World-Wide Web

When the proxy receives a request from a client the proxy attempts to fulfill the
request from among the objects stored in the proxy’s cache. If the requested
object is found (acache hi} the proxy can immediately respond to the client’s
request. If the requested object is not foundcéeche miskthe proxy then
attempts to retrieve the object from another location, such as a peer or parent
proxy cache or the origin server. Once a copy of the object has been retrieved the
proxy can complete its response to the client. If the requested obatheable
(based on information provided by the origin server or determined from the
URL) the proxy may decide to add a copy of the object to its cache. If the object
is uncacheabldagain determined from the URL or information from the origin
server) the proxy should not store a copy in its cache.

Two common metrics for evaluating the performance of a Web proxy cache are
hit rate andbyte hit rate The hit rate is the percentage of all requests that can be
satisfied by searching the cache for a copy of the requested object. The byte hit
rate represents the percentage of all data that is transferred directly from the
cache rather than from the origin server. The results of our workload character-
ization study indicate that a trade off exists between these two metrics [2]. Our
workload results show that most requests are for small objects, which suggests
that the probability of achieving a high hit rate would be increased if the cache
were used to store a large number of small objects. However, our workload
results also revealed that a significant portion of the network traffic is caused by
the transfer of very large objects. Thus to achieve higher byte hit rates a few
larger objects must be cached at the expense of many smaller ones. Our charac-
terization study also suggested that a wide-scale deployment of cable modems (or
other high bandwidth access technologies) may increase the number of large
object transfers. One of the goals of this study is to determine how existing
replacement policies perform under these changing workloads.

A proxy cache that is primarily intended to reduce response times for users
should utilize a replacement policy that achieves high hit rates. In an environ-



ment where saving bandwidth on the shared external network is of utmost impor-
tance, the proxy cache should use a replacement policy that achieves high byte hit
rates. A proxy cache could also utilize multiple replacement policies. For exam-
ple, a replacement policy that achieves high hit rates could be used to manage the
proxy’s memory cache in order to serve as many requests as quickly as possible
and to avoid a disk 1/0 bottleneck. The proxy’s much larger disk cache could be
managed with a policy that achieves higher byte hit rates, in order to reduce
external network traffic.

The tremendous growth of the World-Wide Web has motivated many research
efforts aimed at improving Web performance and scalability. In this section we
focus on Web proxy research.

Understanding Web proxy workloads is an important first step in proxy research.
A quantitative way to understand these workloads is through workload character-
ization. A number of recent efforts [7][11][14], including our own [2], have iden-
tified numerous characteristics of proxy workloads. We use this knowledge of
proxy workloads to help identify the strengths and weaknesses of different
replacement policies.

Other researchers have focussed on managing proxy cache contents in order to
improve hit rates (as well as other metrics). Currently there are two approaches
to cache management. One approach attempts to use as few resources as possible
by making good replacement decisions when the cache is full [9][19][25][26].
The alternative approach is to provide the cache with abundant resources so that
few replacement decisions need to be made. In this paper we focus on the first
approach. While some organizations may be willing to continuously add
resources to their proxy cache, we feel that the majority of enterprises will be
more interested in achieving the best possible performance for the lowest possi-
ble cost. Thus, throughout the remainder of this paper, we focus on maximizing
either the hit rate or the byte hit rate of a proxy cache that has a limited amount of
cache space.

Several research efforts have evaluated the performance of existing Web proxy
server software. Almeida and Cao created a benchmark in order to directly com-
pare the performance of different proxy servers [1]. Maltzehal. examined

the performance of several proxy servers in a live environment [22], and pro-

posed several methods for reducing disk 1/0 in proxy caches [21].

3. Data Collection and Reduction

In order to characterize the workload of a Web proxy and to conduct a trace-
driven simulation of a Web proxy cache, measurements of an actual Web proxy
workload were collected. Section 3.1 presents background information on the
data collection site. Section 3.2 discusses the data that was collected. Section 3.3



describes how the collected data was reduced into a more manageable form and
summarizes the assumptions we made to address the limitations of our data set.

3.1. Data Collection Site

The site under study provides interactive data services to residential and business
subscribers using cable modems. The services available to the subscribers
include email, network news and the World-Wide Web. Figure 2 shows a simpli-
fied view of the system under study. To access the available services a subscriber
uses a cable modem to connect to the server complex through the Signal Conver-
sion System (SCS). The SCS routes all requests for Web objects (i.e., HTTP,
FTP, and Gopher requests) to the Web proxy. This proxy includes an object
cache so some of the client requests can be satisfied within the server complex.
On a cache miss the proxy retrieves the object from an origin server on the Inter-
net. The access logs of this proxy were collected. Customer requests for other
services such as Email and News are forwarded to a separate server; the work-
load of the Email and News server was not measured and is not used in this study.

Figure 2. Diagram of the System Under Study

3.2. Data Collection

The access logs of the Web proxy described in Section 3.1 were collected for this
study. These access logs contain information on all client requests for Web
objects from January’% 1997 until May 3% 1997. Each entry in an access log
contains information on a single request received by the Web proxy from a client.
Each entry includes the client IP address (dynamically assigned), the time of the
request, the requested URL, the status codes for both the proxy and origin server

L The access logs were collected on a daily basis. The access logs were not available
on 13 days and were incomplete on 4 other days. Despite these gaps in the data set
we have a relatively complete view of the proxy workload for an extended period
of time.



responses, the size of the response (in bytes) and the time required to complete
the response. A summary of the amount of raw data collected is given in Table 1.

Table 1. Summary of Access Log Characteristics (Raw Data Set)

Access Log Duration January 3rd - May 31st, 1997
Total Requests 117,652,652
Total Content Data Transferrgd 1,340 GB

3.3. Data Reduction

Due to the extremely large access logs created by the proxy (nearly 30 GB of
data) we found it necessary to create a smaller, more compact log due to storage
constraints and to ensure that the workload analyses and caching simulations
could be completed in a reasonable amount of time. We performed these reduc-
tions in several ways while still maintaining as much of the original information

as possible. One very effective method of reduction is to represent the access log
information in a more efficient manner (e.g., map the unique URLs to distinct
integer identifiers). We also removed information that we felt would be of little

or no value in either the workload analysis or the simulation study (e.g., we kept
only GET requests which accounted for 98% of all requests and 99.2% of all con-
tent data). After reducing the access logs the overall statistics were recalculated.
The results are shown in Table 2. The reduced data set is 4.5 GB (1.5GB com-
pressed). This represents not only a tremendous space savings but also a time
savings as the log is in a format that dramatically improves the efficiency of our
analysis tools and cache simulator.

Table 2. Summary of Access Log Characteristics (Reduced Data Set)

Access Log Duration January 3rd - May 31st, 1997
Total Requests 115,310,904

Total Content Bytes 1,328 GB

Unique Cacheable Requests 16,225,621

Total Uncacheable Requests 9,020,632

Unique Cacheable Content Bytes 389 GB

Total Uncacheable Content Bytges 56 GB

Unfortunately, not all information of interest is available in the access logs. One
problem that we faced was trying to correctly identify object modifications and
user aborted connections. To address this problem we assumed that modifica-



tions and aborts could be identified by a change in the size of the object. If the
size changed by less than 5% we hypothesized that the object had been modi-
fied?; otherwise, we speculated that a user abort had occurred (either during the
current request or on a previous one). If no change in size occurred, we assumed
that the object had not been modified.

4. \Workload Characterization

In this section we present a summary of our workload characterization study [2].
In particular we focus on the characteristics that we feel could impact proxy per-
formance and cache replacement decisions.

Cacheable Obijects.In order for Web caching to improve performance it is vital
that most objects be cacheable. Our analysis of the data set under study revealed
that 92% of all requested objects (96% of the data transferred) were cacheable.

Object Set Size. In Table 2 we reported that there were over 16 million unique
cacheable objects requested during the measurement period. This is several
orders of magnitude larger than the number of unique objects seen in Web server
workloads [4]. Due to the extremely large object set size the proxy cache must be
able to quickly determine whether a requested object is cached to reduce
response latency. The proxy must also efficiently update its state on a cache hit,
miss or replacement.

Object Sizes. One of the obstacles for Web caching is working effectively with
variable-sized objects. While most of the requested objects are small (the median
object size in this data set was 4 KB) there are some extremely large objects
available. The largest object requested during the measurement period was a 148
MB video. We speculate that the higher access speeds available to the clients are
increasing the number of large transfers as well as the maximum size of transfers.
The issue for the proxy cache is to decide whether to cache a large number of
small objects (which could potentially increase the hit rate ) or to cache a few
large objects (possibly increasing the byte hit rate).

Recency of Reference.Most Web proxy caches in use today utilize the Least
Recently Used (LRU) replacement policy (or some derivative of LRU). This pol-
icy works best when the access stream exhibits strong temporal locality or
recency of reference (i.e., objects which have recently been referenced are likely
to be re-referenced in the near future). In our workload characterization study [2]
we found that one-third of all re-references to an object occurred within one hour
of the previous reference to the same object. Approximately two-thirds (66%) of
re-references occurred within 24 hours of the previous request. These results
suggest that recency is a characteristic of Web proxy workloads.

2- We chose 5% as a threshold after an in-depth analysis of object size changes [2].



Frequency of Reference.Several recent studies [4][10] have found that some
Web objects are more popular than others (i.e., Web referencing patterns are non-
uniform). Our characterization study of the Web proxy workload revealed simi-
lar results [2]. These findings suggest that popularity, or frequency of reference,
is a characteristic that could be considered in a cache replacement decision. We
also found that many objects are extremely unpopular. In fact, over 60% of the
distinct objects (i.e., unique requestsgen in the proxy log were requested only

a single time (we refer to these objects as “one-timers” [4]). Similar observa-
tions have been made by other researchers [6][19]. Obviously there is no benefit
in caching one-timers. Thus, a replacement policy that could discriminate
against one-timers should outperform a policy that does not.

Turnover. One final characteristic that could impact proxy cache replacement
decisions is turnover in the active set of objects (i.e., the set of objects that users
are currently interested in). Over time the active set changes; objects that were
once popular are no longer requested. These inactive objects should be removed
from the cache to make space available for new objects that are now in the active
set.

5. Experimental Design

This section describes the design of the Web proxy cache simulation study. Sec-
tion 5.1 introduces the factors and levels that are examined. Section 5.2 presents
the metrics used to evaluate the performance of each replacement policy. Section
5.3 discusses other issues regarding the simulation study.

5.1. Factors and Levels

Cache Sizes.The cache size indicates the amount of space available for storing
Web objects. We examine seven different levels for this factor: 256 MB, 1 GB, 4
GB, 16 GB, 64 GB, 256 GB and 1 TB. Each level is a factor of four larger than
the previous size; this allows us to easily compare the performance improvement
relative to the increase in cache size. The smaller cache sizes (e.g., 256 MB to 16
GB) indicate likely cache sizes for Web proxies. The larger values (64 GB to 1
TB) indicate the performance of the cache when a significant fraction of the total
requested object set is cached. The largest cache size (1 TB) can store the entire
object set and thus indicates the maximum achievable performance of the cache.
The other cache sizes can hold approximately 0.06% (256 MB), 0.25% (1 GB),
1% (4 GB), 4% (16 GB), 16% (64 GB) and 64% (256 GB) of the entire object
set.

3- The number of distinct objects represents an upper bound on the number of objects
that could be cached; the size of these objects (i.e., the unique bytes transferred) in-
dicates the maximum useful cache size.



Cache Replacement PoliciesThe second factor that we investigate in this sim-
ulation study is the replacement policy used by the cache. The replacement pol-
icy determines which object(s) should be evicted from the cache in order to create
sufficient room to add a new object. There are many proposed cache replacement
policies, too many to focus on in this study. We examine six different, previously
proposed replacement policies in this study: two “traditional” policies (Least
Recently Used and Least Frequently Used), two replacement policies recom-
mended for Web proxy caches (Size [25] and GreedyDual-Size [9]) and two poli-
cies designed for other computer systems (Segmented LRU [16] and LRU-K
[23]). We chose these six policies because each one considers at least one of the
proxy workload characteristics when making a replacement decision.

The Least Recently Used (LRU) policy removes the object which has not been
accessed for the longest period of time. This policy works well in workloads
which exhibit strong temporal locality (i.e., recency of reference). LRU is a very
simple policy requiring no parameterization.

The Least Frequently Used (LFU) policy maintains a reference count for every
object in the cache. The object with the lowest reference count is selected for
replacement. If more than one object has the same reference count a secondary
policy can be used to break the tie (our implementation uses LRU as the second-
ary policy). One potential drawback of LFU is that some objects may accumulate
large reference counts and never become candidates for replacement, even if
these objects are no longer in the active set (i.e., the cache could become polluted
with inactive objects). To alleviate this problem an aging policy can be imple-
mented [24]. This aging policy requires two parametéyg,,, Which places an
upper limit on the average reference count for all objects in the caché/lapd,

which imposes an upper limit on the reference count that can be obtained by a
single object. Whenever the average reference count for objects in the cache sur-
passe®\\ax, the reference count of each object in the cache is reduced by a fac-
tor of two.

The Size policy, designed by Williamet al. [25] specifically for Web proxy
caches, removes the largest object(s) from the cache when space is needed for a
new object. This policy requires no parameterization.

The GreedyDual-Size policy proposed by Cao and Irani [9] considers both the
size of the object and its recency of reference when making a replacement deci-
sion. Cao and Irani have proposed several variations of this policy [9]. We exam-
ine two of these policies: GreedyDual-Size (Hits), which attempts to maximize
the hit rate of the proxy cache, and GreedyDual-Size (Bytes) which attempts to
maximize the byte hit rate. Neither GreedyDual-Size policy requires parameter-
ization.

The Segmented LRU (SLRU) policy was originally designed for use in a disk
cache [16]. We include it in this study because it considers both frequency and



recency of reference when making a replacement decision. The SLRU policy
partitions the cache into two segments: an unprotected segment and a protected
segment (reserved for popular objects). On the initial request for an object, the
object is added to the unprotected segment. When a cache hit occurs, the object
is moved to the protected segment. Both segments are managed with the LRU
policy. However, only objects in the unprotected segment are eligible for replace-
ment. When objects are removed from the protected segment they are added to
the most recently used position in the unprotected segment. This allows the once
popular objects to remain in the cache for a longer period of time in case they
regain their popularity. If space is needed to add these objects, the least recently
used objects in the unprotected segment are removed. This policy requires one
parameter, which determines what percentage of the cache space to allocate to
the protected segment.

The LRU-K replacement policy proposed by O'Nei al. [23] also considers

both frequency and recency of reference when selecting an object for replace-
ment. In an attempt to improve performance this policy retains historical infor-
mation (the last K reference times) on objects even if they have been removed
from the cache. This policy requires two parameteksandRP. The LRU-K
policy retains theK newest reference times for each object. Objects with fewer
thanK references are the first candidates for replacement, followed by the object
with the oldest reference time. The paramdéis used to limit the length of

time (i.e., the retaining period) for objects that are no longer in the caRRes
needed to prevent the policy from accumulating too much historical data.

5.2. Performance Metrics

In this study two metrics are used to evaluate the performance of the proxy cache:
hit rate andbyte hit rate The hit rate is the percentage of all requests that can be
satisfied by searching the cache for a copy of the requested object. The byte hit
rate represents the percentage of all data that is transferred directly from the
cache rather than from the origin server.

A third metric of interest is response time or latency. We do not use this metric in
this study for several reasons. High variability in transfer times for the same
object make replacement decisions more difficult. Inaccuracies in our recorded
response times also factored in our decision to not use this metric. Furthermore,
Cao and Irani found that maximizing the hit rate reduced latency more effectively
than policies designed to reduce response times [9].

5.3. The Simulator

This section discusses several remaining topics. Section 5.3.1 discusses the
design and validation of our simulator. Section 5.3.2 describes how we deter-
mined the length of simulation warm-up. Section 5.3.3 summarizes the assump-



tions we made regarding cacheable and uncacheable requests, cache consistency
and other issues involved with object caching.

5.3.1. Simulator Description

Due to the extremely large data set that we use in our simulation study it was nec-
essary to implement the simulator as efficiently as possible. Our focus was on
reducing the complexity of the actions performed by the simulator. We began
with the simulator used by Arlitt and Williamson [5]. Their simulator utilizes a
large array that maintains metadata on each unique object in the data set. By pre-
processing the data set and mapping all of the unique object names to distinct
integers (as discussed in Section 3.3) their simulator is able to determine in O(1)
time if a cache hit or miss has occurred. Their simulator uses a linked list data
structure for sorting the objects in the cache according to the given replacement
criteria. By combining the linked list with the array of metadata their simulator is
able to locate objects in the cache in O(1) time. The bottleneck in their simulator
is the time required to update the linked list following a cache hit or miss. The
linked list works very well for policies such as LRU, requiring only O(1) time to
update the cache contents. Only 30 minutes was required to simulate all 115 mil-
lion requests when the LRU policy was utilized. However, most policies require
O(n) time to perform updates when using a linked list. This is a significant prob-
lem when there are millions of unique objects in the cache.

To lessen the effects of this bottleneck we replaced the linked list data structure
with a heap. This data structure requires only O(log n) time to perform the neces-
sary reordering of the cache contents following a hit or miss. In order to locate
objects in the cache in O(1) time we maintain a pointer from the metadata array
to the corresponding object in the heap. It is also necessary to have a pointer
from the object back to it's position in the metadata array. As a result of these
changes our simulator requires only 45 minutes to simulate all 115 million
requests when using the more complicated replacement policies.

An important aspect of any simulation study is validation of the simulator. We
took numerous precautions to ensure correctness. For example, the simulator
was initially tested using short traces (e.g., 100 requests) which could be verified
by hand. The results obtained from our simulator are repeatable. Furthermore,
the performance of various policies using our simulator is similar to the results
reported in other studies [9][19].

5.3.2. Simulation Warm-up

When monitoring a system only the steady-state behaviour is of interest. During
the initial or transient state of a cache simulation, many of the cache misses occur
simply because the cache is empty (i.e., cold misses). To identify the transient
state we categorized the cache misses that occurred during each day in the trace-



driven simulation.  Figure 3(a) indicates the misses that occurred in a 1 GB
cache that utilized the LRU replacement policy. The four categories are:

1. cold miss:the initial request for an object

2. capacity miss:a request for an object that was in the cache but has since been
evicted

3. consistency missa request for an object in the cache that has been modified; due
to the modification the object must be transferred from the origin server

4. other misses:rrequests that do not fit in one of the above categories (e.g., requests
for cgi-bin objects)

Figure 3(a) confirms that initially most misses occur because the cache is empty.
Once the cache has had time to add objects the percentage of cold misses
decreases rapidly. Due to the limited cache space capacity misses increase dra-
matically. After several weeks capacity misses have become the dominant source
of all cache misses. The continual increase in capacity misses over time indicates
that the cache size is too small, at least when the LRU replacement policy is used.
Even after five months cold misses still account for a significant percentage of all
misses (over 20% of the misses in a 1 GB LRU cache). This phenomenon is due
to the continuous growth in the number of Web objects and the changing interests
of users. Throughout the trace the percentage of consistency misses and other
misses stays relatively constant. Finally, Figure 3(a) illustrates the need for long
duration traces in supporting useful proxy cache performance analyses.

Figure 3(b) shows the performance of an infinite-sized cache. With an infinite-
sized cache no capacity misses occur. Thus instead of categorizing the misses
that occur we monitor the effects of different warm-up periods on cache perfor-
mance. In Figure 3(b) the firstweeks of the trace are used to warm the cache;
following the warm-up period the cache is simulated for an additional week dur-
ing which performance statistics were collected. Figure 3(b) shows that both the
hit rate and byte hit rate of the cache are quite poor during the initial few weeks,
but are increasing rapidly (as more objects get added to the cache the probability
of a miss occurring decreases). After the first few weeks of simulation the perfor-
mance of the cache is relatively stable. The continued growth in the hit and byte
hit rates is due to the increased sharing of object in the cache by an expanding
user base.

After analyzing the results from Figure 3(a) and (b) we chose to use the first three
weeks of trace data (8% of all requests) to warm the cache. During this period
the simulated cache operates in its usual manner but no statistics are collected.
Statistics are only collected once the warm-up period has finished. We use the
same warm-up period in all experiments.
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Figure 3. Determining the Simulation Warm-up

5.3.3. Cacheability and Consistency

In our study all requests except for aborted (i.e., incomplete) transfers are used to
drive the simulation. We divide the completed transfers into two groups: cache-
able requests and uncacheable requests. The cacheable requests are identified by
the response status code recorded in the data set. According to the HTTP Speci-
fication, responses with a status code of 200 (Successful), 203 (Non-authoritative
Information), 300 (Multiple Choices), 301 (Moved Permanently) and 410 (Gone)
(except for dynamic requests) are considered to be cacheable [13]. Some of these
responses could potentially be uncacheable. Feldnearal [12] found that

many HTTP requests and responses may be uncacheable due to the inclusion of
various header fields (e.g., cookies). Unfortunately the data we collected did not
include the headers that would indicate which of these responses were uncache-
able. By assuming that all of these responses are cacheable we are determining
an upper bound on the achievable hit rates and byte hit rates. We also consider
status 304 responses to be cacheable even though no data is transferred. We use
status 304 responses to update the state information maintained by the proxy
cache on the object being validated. We believe that this information helps the
replacement policy in determining the active set of objects. This does not imply
that the cache would not forward Get-If-Modified requests to the origin server
should such actions be necessary. All remaining responses are considered to be
uncacheable. All requests for uncacheable responses result in cache misses.

Our simulator does not perform cache consistency functions such as asynchro-
nous validations. We do update the state information on objects that we know
have changed. Since our data set does not include Time-to-Live information we
do not collect statistics on the number of validation messages that would occur.
Also, we do not consider issues like security or authentication. These issues,
along with consistency, require more in-depth coverage than we can provide in
this study. Since our simulator does not provide all of the functionality of a real
proxy cache we expect our results (i.e., hit rates and byte hit rates) to be some-
what optimistic.



6. Simulation Results

This section provides the simulation results of the proxy cache replacement pol-
icy study. Section 6.1 examines the effects of parameterization on the perfor-
mance of the replacement policies. Section 6.2 compares the performance of the
different cache replacement policies. All of our results are shown in graphical
format (Figure 4 - Figure 7). Each figure consists of two graphs, with the graph
on the left indicating the achieved hit rate for a cache of a particular size while
the graph on the right shows the achieved byte hit rate for a similarly configured
cache.

6.1. Parameterization

Three of the replacement policies under study (LFU, SLRU and LRU-K) require
parameterization in order to function properly. We examine each policy individu-
ally in an attempt to determine the effects of each parameter on the performance
of the replacement policy.

The LFU replacement policy requires two paramet@gg,, andM ress in order

to age objects in the cache. We experimented with different settings for these
parameters. We found that as long as the aging policy was periodically invoked
(e.g., on a daily basis) the choice of values for these parameters did not have a
significant impact on performance of the LFU-Aging policy. Figure 4 compares
the performance of LFU without aging (LFU) to LFU with aging (LFU-Aging;
AnMax=10, Mgets=8,192). LFU-Aging clearly outperforms LFU. These results
indicate that it is important for the replacement policy to be able to make changes
to the active set of objects. The performance of LFU is similar to that of LFU-
Aging in two situations. When cache sizes are large (e.g., 256 GB and up) few
replacement decisions are needed and cache pollution is not a factor so the poli-
cies have similar performance. When cache sizes are very small (e.g., 256 MB),
adding a single large object can result in the removal of a large number of smaller
objects reducing the effects of cache pollution.
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The SLRU replacement policy uses a single parameter to set the size of the pro-
tected cache segment. We examined a wide range of values for this parameter.
Figure 5 shows the results when either 10, 60 or 90 per cent of the available cache
space is reserved for the protected segment. There is one curve on the graph for
each parameter setting. For example, the SLRU-90 curves indicate the hit and
byte hit rate achieved when the SLRU policy reserves 90% of the cache space for
the protected segment. Figure 5 reveals that altering the size of the protected seg-
ment does affect the performance of the cache. If the protected segment is too
small (e.g., 10% of total space) then the policy gives significantly more weight to
the recency workload characteristic; as a result the policy behaves like LRU.
When the protected segment is too large (e.g., 90% of total space) the policy con-
siders the frequency characteristic to be significantly more important than
recency. This causes the policy to retain a lot of extremely popular objects for
extended periods of time, much like the LFU policy. The SLRU policy performs
best when a balance is found that allows for popular objects to be retained for
long periods of time without becoming susceptible to pollution. In our study we
found the best results occurred for a protected segment size of 60 per cent. Since
similar results were obtained in the original study using disk caches [16] we
believe that this parameter setting is not specific to our data set.
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The final replacement policy under study that requires parameterization is LRU-
K. LRU-K requires two parameters. The first parameler, is the number of
reference times to retain for an object. The second paranf&®eris the length

of time to keep this information. We examine several different configurations:
retaining either the last twd{(=2) or the last threel{=3) reference times to each
object, and retaining history information for either one dBY & 1 day) or for-

ever RP = infinite). The results of these experiments are shown in Figure 6.
With smaller cache sizes (e.g., 256 MB - 1 GB) retaining information on the last
three references (for any length of time) provides higher hit rates and slightly
higher byte hit rates. This can be attributed to the policy giving higher priority to
the most popular objects. As the cache size gets larger it becomes necessary to
retain information for a longer period of time in order to achieve better perfor-



mance. Requiring less information about each object (i.e., using only the last two
reference times) also improves performance for the larger cache sizes.

70 . 70

60

60

50

50

40 40

Hit Rate (%)

30

30

Byte Hit Rate (%)

20

10 10

0 - - 5 5 L L L L L L
256 MB 1GB 4GB 16 GB 64 GB 256 GB 1TB 2g6 MB 1GB 4GB 16 GB 64 GB 256 GB 1TB

Cache Size Cache Size

—— LRU-3 (infinite) =~ [RU2(Iday) | = LRU-2 (infinite x—— [RU-2 (I day
e LRU-2 (infinite) - LRU-3 (1 day) ‘ —— LRU-3 {infiniteg ————— LRU-3 51 day; ‘

(a) Hit Rate (b) Byte Hit Rate
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6.2. Comparison of Replacement Policies

In this section we compare the performance of all of the replacement policies. To
make the comparison easier we include only the “best” curve for each of the pol-
icies that required parameterization (i.e., we use LFU-AgQirg,4=10,

M Refs=8,192) for the LFU policy, SLRU-60 for the SLRU policy and LRU-2
with infinite history for the LRU-K policy). We have also sorted the legend in
each graph by the performance of the policies. For example, in Figure 7(a), the
first policy listed in the legend is GDS-Hits. The GDS-Hits policy achieved the
highest hit rate. The last policy in the legend is LRU. LRU obtained the lowest
hit rate of the policies that we examined.

Figure 7(a) compares the hit rates achieved by each policy. The results indicate
that the maximum achievable hit rate during the simulation period is 67%
(obtained by all policies with a cache size of 1 TB). The remaining 33% of
requests are for the initial requests for objects, for uncacheable objects (e.g., out-
put from dynamic or cgi objects) or for the updates of objects which have been
modified and cannot be served from the cache. Figure 7(a) shows that even small
caches can perform quite well if the correct replacement policy is used. For
example, a 256 MB cache using the GreedyDual-Size (Hits) policy achieved a hit
rate of 35% which is 52% of the maximum achievable rate. This rate was
achieved while allowing for only 0.06% of the entire object set size to be cached.

Figure 7(a) shows that the GreedyDual-Size (Hits) policy is vastly superior to
other policies when hit rate is used as the metric. For small cache sizes (256 MB
to 16 GB) GDS-Hits outperforms all other policies by at least 6 percentage
points. The success of the GDS-Hits policy can be attributed to two characteris-
tics of the policy: it discriminates against large objects, allowing for more small
objects to be cached; and it ages the object set to prevent cache pollution from
occurring. During our experiments we monitored the number of objects kept in



the cache under the various replacement policies. With a 256 MB cache the
GDS-Hits policy held 170,000 objects (average object size 1.5 KB) at the end of
the simulation. The LFU-Aging policy, by comparison, held only 20,000 objects
(an average object size of 13 KB). By inflating the number of objects kept in the
cache GDS-Hits increases the probability that an object will be in the cache when
it is requested. The other size-based policies (GDS-Bytes and Size) have much
lower hit rates. GDS-Bytes attempts to improve the byte hit rate by favoring
larger objects (it kept 26,000 objects in the 256 MB cache). Thus, the lower hit
rate of GDS-Bytes is not unexpected. The Size policy discriminates even more
harshly against large objects. In the 256 MB cache the Size policy collected over
900,000 objects (average object size 300 bytes). However, the Size policy failed
to age the object set. The poor performance of the Size policy can therefore be
attributed to cache pollution.

The frequency-based replacement policies (LFU-Aging, SLRU and LRU-K)
achieve similar hit rates. Since these policies do not discriminate against large
objects (they do not consider object size at all) they require about four times as
much cache space to achieve hit rates similar to the GDS-Hits policy. However,
the frequency-based policies are able to discriminate against one-timers, retain
popular objects for longer time periods and age the object set to prevent cache
pollution. These characteristics allow frequency-based policies to outperform
recency-based policies.

The only recency-based policy that we examine is LRU. LRU achieves the low-
est hit rate since it does not consider enough information when making replace-
ment decisions and therefore tends to make poorer choices. Because of this the
LRU policy requires almost eight times as much cache space as the GDS-Hits
policy to achieve similar hit rates to the GDS-Hits policy. One positive feature of
LRU is that it ages the object set which prevents cache pollution.
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Figure 7(b) shows the achieved byte hit rates for the replacement policies under
study. Figure 7(b) reveals a maximum byte hit rate during the simulation period



of 62% for the data set under study. The remaining 38% of the data needed to be
transferred across the external network link. The results also indicate that it is

more difficult to achieve high byte hit rates than high hit rates. For example, a

256 MB cache can achieve a byte hit rate of 15% which is only one quarter of the

maximum achievable byte hit rate.

According to the results in Figure 7(b) the frequency-based policies (LFU-Aging,
SLRU and LRU-K) are the best choice for reducing network traffic. The three
frequency-based policies achieve similar byte hit rates, approximately 2-4 per-
centage points higher than LRU. The frequency-based policies work well
because they do not discriminate against the large objects which are responsible
for a significant amount of the data traffic. Frequency-based policies also retain
popular objects (both small and large) longer than recency-based policies,
another reason that frequency-based policies achieve higher byte hit rates.

The LRU and GDS-Bytes policies have almost identical performance in terms of
byte hit rates. LRU does not discriminate against large objects which allows it to
outperform size-based policies which do. Although GDS-Bytes is a size-based
policy it has been designed to treat large objects more favorably in an attempt to
improve the byte hit rate. Both LRU and GDS-Bytes require about twice the
cache space to achieve byte hit rates comparable to the frequency-based policies.

Since size-based policies (generally) discriminate against large objects it is not

surprising that these policies have the worst byte hit rate performance. The GDS-
Hits policy requires four times more cache space to achieve the same byte hit rate
as a frequency-based policy. The byte hit rate of the Size policy is even worse

than GDS-Hits because of more unfavorable treatment of large objects and cache
pollution.

7. Contributions and future work

This paper has presented our performance study of a Web proxy cache. This
study is the first to include the effects of high-speed cable modems by clients and
also has the largest data set of any proxy workload. Trace-driven simulations

were used to evaluate the performance of different cache replacement policies.
Our results indicate that size-based policies achieve higher hit rates than other
policies while frequency-based policies are more effective at reducing external

network traffic. The results show that a properly chosen replacement policy can

reduce the purchase cost of Web proxy caches by making better use of available
resources. The results also indicate that it is important to examine the perfor-

mance of replacement policies over extended time durations to test for side

effects such as cache pollution.

The intent of this paper was not to promote the use of a single replacement policy
for Web proxies. Instead, our goal was to explain the performance of different



policies by examining the workload characteristics that each policy used or did

not use when making replacement decisions. This information can be applied in
the design of a new replacement policy that achieves both high hit rates and byte
hit rates.

There are many open issues regarding Web proxy performance and Web caching.
Future work in this area could include implementing new replacement policies
and other cache management techniques [3], for example, in actual caching prod-
ucts. Other issues that require additional investigation include examining the
relationship between hit rates and latency reduction for end users, implementing
a more efficient consistency mechanism [17][18] and adding more functionality
to Web proxy caches (e.g., accounting and security). Finally, much effort will be
required to ensure that the majority of Web objects remain cacheable as the Web
evolves.
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