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Abstract

Controlling the peak-to-mean envelope power ratio (PMEPR) of Orthogonal Frequency Division Multiplexed (OFDM)

transmissions is a notoriously di�cult problem, though one which is of vital importance for the practical application

of OFDM in low-cost applications. The utility of Golay complementary sequences in solving this problem has been

recognised for some time. In this paper, a powerful theory linking Golay complementary sets of polyphase sequences

and Reed-Muller codes is developed. Our main result shows that any second order coset of a q-ary generalisation of

the �rst order Reed-Muller code can be partitioned into Golay complementary sets whose size depends only on a single

parameter that is easily computed from a graph associated with the coset. As a �rst consequence, recent results of

Davis and Jedwab on Golay pairs, as well as earlier constructions of Golay, Budi�sin and Sivaswamy are shown to arise as

special cases of a uni�ed theory for Golay complementary sets. As a second consequence, the main result directly yields

bounds on the PMEPRs of codes formed from selected cosets of the generalised �rst order Reed-Muller code. These

codes enjoy e�cient encoding, good error correcting capability and tightly controlled PMEPR, and signi�cantly extend

the range of coding options for applications of OFDM using small numbers of carriers.
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I. Introduction

Multicarrier communications is a technique that has recently seen rising popularity in wireless and wireline

applications [1], [2], [6], [7]. The increasing interest in the technique, also known as orthogonal frequency

division multiplexing (OFDM) or discrete multi-tone (DMT), can be ascribed to the advancing capabilities of

digital signal processors. International standards making use of OFDM for wireless LANs are currently being

established by IEEE 802.11 and ETSI BRAN committees. For wireless applications, OFDM-based systems

can be of interest because they can provide a greater immunity to impulse noise and fast fades and eliminate

the need for equalisers, while e�cient hardware implementations for small numbers of carriers can be realised

using FFT techniques.

A major barrier to the widespread acceptance of OFDM is the high peak-to-mean envelope power ratio

(PMEPR) of uncoded OFDM signals. If the peak transmit power is limited, either by regulatory or application

constraints, this has the e�ect of reducing the average power allowed under OFDM relative to that under

constant power modulation techniques. This in turn reduces the range of OFDM transmissions. Moreover, to

prevent spectral growth of the OFDM signal in the form of intermodulation amongst subcarriers and out-of-

band radiation, the transmit ampli�er must be operated in its linear region (i.e. with a large input back-o�),

where the conversion from DC to RF power is ine�cient. This may have a deleterious e�ect on battery

lifetime in mobile applications. In many low-cost applications the drawbacks of high PMEPR outweigh all

the potential bene�ts of OFDM systems.

A number of approaches have been proposed to deal with this power control problem [13], [19], [23], [25],

[29], [40], [43]. One of the more attractive ideas, introduced in [21] and developed further in [42] is to use block

coding across the subcarriers and to select codewords which minimise or reduce the PMEPR. This approach

su�ers from the need to perform an exhaustive search to �nd the best codes and to store large look-up tables

for encoding and decoding. Moreover, this approach does not address the problem of error correction. A

more sophisticated approach proposed in [20] is to use codewords drawn from o�sets of a linear code. The

work in [36] goes further, giving a computationally e�cient algorithm which, given any code and a maximum
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likelihood decoding algorithm for that code, �nds good o�sets. But there is no guarantee about the size of

PMEPR reductions that can be obtained with this approach, though the results obtained in [36] for practical

convolutional codes are quite encouraging.

On the other hand, it has been known since the work of Popovi�c [32], generalising work of Boyd [3], that the

use of Golay complementary sequences [16] as codewords to control the modulation of carrier signals results

in OFDM signals with PMEPR of at most 2. More recently, Davis and Jedwab [9] made a major theoretical

advance, announcing that the large sets of binary length 2m Golay complementary pairs described in [16]

can be obtained from certain second-order cosets of the classical �rst order Reed-Muller code. Thus Davis

and Jedwab found a highly e�ective way of combining the block coding approach (with all of the encoding,

decoding and error correcting capability that this entails) and the use of Golay complementary sequences (with

their attractive power control properties). They also reported that 2h-ary Golay complementary pairs can be

similarly obtained from cosets of an appropriate generalisation of the Reed-Muller codes. As a consequence

of this intrinsic structure, Davis and Jedwab in [10], the full version of [9], were able to obtain, at least for

small numbers of carriers, a range of binary, quaternary and octary OFDM codes with good error correcting

capabilities, e�cient encoding and decoding, high code rates and enjoying tightly controlled PMEPR. A

limited subset of these OFDM codes were also identi�ed in [29], [40], but without making the vital connection

to Reed-Muller codes and the consequent powerful and rich theory that this entails.

It was further observed in [10] that, for binary, quaternary and octary codes of lengths 4, 8, 16 and 32, the

second order cosets of the �rst order generalised Reed-Muller code organise themselves naturally into groups

according to maximum PMEPR taken over all the words of a coset. A �rst group contains cosets composed of

Golay complementary pairs and having PMEPR at most 2, a larger second group appears to consist of cosets

having PMEPR at most 4, and so on. Codewords with high PMEPR also appear to be isolated into groups by

this classi�cation into cosets. By selecting second order cosets from an ordered list of cosets ranked according

to increasing PMEPR, a discrete set of trade-o�s between code rate, PMEPR and minimum distance can be

obtained [10]. This approach works very well when the number n = 2m of carriers is small (up to, say, n = 32)

but becomes infeasible for larger values of n because of the amount of computation needed to numerically

evaluate the PMEPRs of complete cosets. Unfortunately, the approach gives no a priori guarantee of the

achievable code rate for a maximum tolerable PMEPR, since it makes no predictions about the number of

cosets satisfying a given upper bound on PMEPR.

The main result of this paper, Theorem 12, generalises the result of [10] on Golay complementary pairs

in two ways. Firstly, we work with q-ary alphabets, q even, rather than with 2h-ary alphabets. Secondly,

and more importantly, we consider general second order cosets of a q-ary generalisation of the �rst order

Reed-Muller code, which we denote by RMq(1;m). We show that the codewords of such a coset lie in Golay

complementary sets of size 2k+1, where k is an integer depending only on G(Q), a graph naturally associated

with the quadratic form Q in m variables which de�nes the coset. It turns out that the cosets shown to yield

Golay complementary pairs in [10] are exactly those arising when k = 0 and q = 2h in our result. Our main

result also gives an explicit, non-recursive construction of q-phase Golay complementary sets, answering a

long-standing open problem from [38].

As a stepping-stone to our main theorem on Golay complementary sets, we prove an intermediate result on

Golay complementary pairs, using a new, inductive approach. On carefully interpreting the proof of this result,

we are able to give further insight into why Golay's binary complementary pairs and their generalisations in

[9], [10] arise from particular cosets of the Reed-Muller code (while the proof of this in [10] is concise, it

gives little clue as to why this should be so). Our approach also gives a uni�ed view of the earlier direct and

recursive constructions for Golay complementary pairs in [4], [16], [34].

Since any sequence lying in a Golay complementary set of size 2k+1 has PMEPR at most 2k+1, Theorem

12 immediately gives upper bounds on the PMEPRs of complete second order cosets of RMq(1;m). We will

also develop a lower bound on the PMEPRs of second order cosets of RM2(1;m) that depends on the rank

of the quadratic form Q de�ning the coset. The two bounds explain much, though not all, of the PMEPR

behaviour of cosets empirically observed in [9], [10].

Our �nal use of Theorem 12 is to develop new codes for OFDM, thereby extending the range of coding

options available for practical applications. We use the language of graph theory to explicitly describe large
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numbers of second order cosets of RMq(1;m) having PMEPR bounded by 2,4,8, etc. In each case, coset repre-

sentatives can be conveniently obtained from a basic set of quadratic forms by applying certain permutations

to the m variables appearing in the forms. In this way, we obtain e�cient encoding algorithms for the codes.

This approach to developing OFDM codes overcomes some of the shortcomings of the coset ranking method

of [10] and is mathematically more satisfying.

Since our codes, like those of [10], are constrained to lie inside the full second order Reed-Muller codes,

they enjoy high minimum Hamming and Lee distances. But this constraint also implies a strong limitation

on the achievable rates for large numbers of carriers. In [26], [33], approximations to the distribution of

PMEPR for random binary codewords are derived. Assuming these approximations to be accurate, these

papers show that in principle, only a small amount of redundancy needs to be introduced in order to obtain

codes with signi�cantly reduced PMEPR. In this light, the OFDM codes presented in [9], [10] and here

appear to be far from optimal. But an important caveat must be made. These distributional results are

about achievable rates of codes of a given PMEPR but say nothing about the error correcting properties of

such codes. Indeed recent work in [31] makes precise the notion that there is a more sophisticated trade-

o� than previously anticipated between the rate, minimum distance and power ratio of codes. Put simply,

[31] establishes that one cannot simply impose a PMEPR limit, calculate a rate that should be achievable

according to the theoretical distribution and then hope, given that rate and PMEPR limit, to �nd an error

correcting code whose minimum distance is as large as one would predict from coding theoretic considerations

alone. So the comparisons that can be made with purely distributional results like those in [26], [33] are of

limited value when evaluating OFDM codes simultaneously enjoying good error correcting capability and low

PMEPR.

The structure of the remainder of our paper is as follows. In the next section, we establish most of our

notation, give a brief description of OFDM modulation and de�ne the generalised Reed-Muller codes that

we use. In Section III, we concentrate on Golay complementary pairs of sequences, as a prelude to our main

result in Section IV on Golay complementary sets derived from Reed-Muller codes. We then develop our new

OFDM codes in Section V. In Section VI, we prove a lower bound on PMEPR for second order cosets of the

classical Reed-Muller code and compare it to the upper bound provided by our main result. We close with

some conclusions and open problems.

II. Further Background and Notation

A. Correlations of Vectors

Let A = [A0A1 : : : An�1] and B = [B0B1 : : : Bn�1] be two length n complex-valued vectors and let ` be an

integer. De�ne

C(A;B)(`) =

8><
>:

Pn�`�1
i=0 Ai+`B

�

i if 0 � ` < n;Pn+`�1
i=0 AiB

�

i�` if �n < ` < 0;

0 otherwise,

and

A(B)(`) = C(B;B)(`):

These functions are called the aperiodic cross-correlation function of A and B and the aperiodic auto-

correlation function of B respectively.

We also want to de�ne correlation functions for Zq-valued vectors. We do this by de�ning ! = e2�i=q and

associating with each vector a = [a0a1 : : : an�1], where ai 2 Zq, a complex-valued vector A = [A0A1 : : : An�1]

in which Ai = !ai . If a and b are Zq-valued vectors, then we de�ne (by abuse of notation) the function

C(a;b)(�) to be the cross-correlation function of the associated complex-valued vectors A and B. Similarly

for auto-correlations.

De�nition 1: A set of N length n vectors a0;a1; : : : ;aN�1 is said to be a Golay complementary set if

A(a0)(`) +A(a1)(`) + � � �+A(aN�1)(`) = 0; ` 6= 0:
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Notice that our de�nition applies equally to Zq-valued and complex-valued vectors.

A Golay complementary set of size 2 is called a Golay complementary pair, and any sequence in such a pair

is called a Golay complementary sequence.

Golay complementary pairs were introduced by Golay in his seminal work on infrared multislit spectrometry

[14], [15] and have since found applications in many other �elds [27], [41], [37]. Their application in multicarrier

modulation dates back to [3], [32]. Golay complementary sets were introduced in [38]; a good survey of existing

work on these sets and their applications can be found in [12].

B. OFDM Transmission and Golay Complementary Pairs

In this section we give a short introduction to OFDM, as a means of establishing notation.

For an n-carrier OFDM signal with carrier frequencies f0+ jfs; (0 � j < n), we have n time-varying carrier

signals

e
2�i(f0+jfs)t (0 � j < n)

and with q-PSK modulation, the OFDM signal for the word a = [a0a1 : : : an�1] (where aj 2 Zq) can be

modelled as the real part of:

S(a)(t) =

n�1X
j=0

!
aje

2�i(f0+jfs)t (1)

where ! = e2�i=q is a complex q-th root of unity.

For ease of implementation, the number of carriers n is often taken to be a power of 2, n = 2m: in this

situation, the signal processing required to compute the OFDM signal can be e�ciently performed using fast

Fourier transforms. Typically, q = 2, 4 or 8, and we speak of BPSK, QPSK or 8-PSK modulation. Carrier

modulation schemes other q-PSK, notably 16-QAM and 64-QAM, are also often used in OFDM systems, but

we do not consider them here.

We de�ne the instantaneous envelope power of the OFDM signal to be the function

P (a)(t) = jS(a)(t)j2:

It is an easy exercise to show that

P (a)(t) =

n�1X
`=1�n

A(a)(`)e2�i`fst

= A(a)(0) + 2 � Re

n�1X
`=1

A(a)(`)e2�i`fst:

where A(a)(`) is the aperiodic auto-correlation function of the word a. From this last expression, we see that

the time-averaged envelope power of S(a)(t) is equal to n. We de�ne the peak-to-mean envelope power ratio

(PMEPR) of the signal S(a)(t) and the word a to be

1

n
sup

0�fst<1

P (a)(t):

The largest value that the PMEPR of an n-carrier OFDM signal can have is n. For example, at t = 0, the

all-zero word attains this �gure. It is this potentially high value of PMEPR and the large dynamic range

of OFDM signals that it implies that handicaps OFDM when compared to constant envelope modulation

techniques.
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The key contribution of [32], generalising work in [3], is to consider words that are Golay complementary

sequences: suppose a0;a1 are a Golay complementary pair of length n over Zq. Then we have:

P (a0)(t) + P (a1)(t) =

n�1X
`=1�n

�
A(a0)(`) +A(a1)(`)

�
e
2�i`t=n

= A(a0)(0) +A(a1)(0)

= 2n

and hence (since each power function is non-negative and real-valued)

0 � P (aj)(t) � 2n; j = 0; 1:

So the instantaneous envelope power of a multi-carrier signal modulated by a word a
j from a Golay comple-

mentary pair is at most 2n, and the peak-to-mean envelope power ratio (PMEPR) is at most 2, a substantial

and practically useful reduction over the values of PMEPR that can be attained by unrestricted words.

In an entirely analogous fashion, it can be shown that if a0; : : : ;aN�1 is a Golay complementary set of size

N then

0 � P (aj)(t) � nN; 0 � j < N:

Thus the instantaneous envelope power of a multi-carrier signal modulated by a word a
j from a Golay

complementary set of size N is at most nN , and the PMEPR of such a signal is at most N .

So we are motivated to use words drawn from Golay complementary sets of small size in OFDM. But to

obtain reasonable data transmission rates, we need to use very many such words. If we let C denote the set

of words used, then the usual measure of rate for q-PSK modulation with n carriers is (logq jC)j=n. To obtain

practical OFDM schemes, we need e�cient methods for encoding raw information bits to and from words

of C. Moreover, the OFDM channel is usually noisy, typically subject to severe multipath fading in wireless

applications. Ideally then, the set of words C used for modulation should form a powerful error correcting

code with high rate as well as consisting of words with low PMEPR. This appears at the outset to be a very

severe set of requirements.

C. Some Families of Codes

We introduce the families of codes that we use in this paper.

For q � 2, we de�ne a length n linear code over Zq to be a set of Zq-valued vectors (called codewords) of

length n that is closed under the operation of taking Zq-linear combinations of vectors. With any such code

C we can associate a generator matrix G: the de�ning property of a generator matrix is that the Zq-linear

combinations of the rows of G should yield the set C. We say that the rows generate the code. By a coset

of C, we mean a set of the form a + C where a is some �xed vector over Zq. The vector a is called a coset

representative for the coset a+ C.

We are interested in linear codes derived from generalised Boolean functions. To make our later presentation

easier, we use a di�erent notation to that adopted in [10]: we de�ne such a function to be a mapping

f : f0; 1gm ! Zq of f0; 1g-valued variables x0; x1; : : : ; xm�1. A routine counting argument shows that every

such function can be written in algebraic normal form as a sum of monomials of the form xj0xj1 : : : xjr�1
(in which j0; j1 : : : ; jr�1 are distinct). With each generalised Boolean function f we identify a length 2m,

Zq-valued vector f = [f0f1 : : : f2m�1] in which

fi = f(i0; i1; : : : ; im�1)

where [i0i1 : : : im�1] is the binary expansion of the integer i (so that i =
Pm�1

j=0 ij2
j). We also associate a

complex-valued vector F with f , where Fi = !fi , 0 � i < 2m and ! is a complex q-th root of unity. From now

on, we will ignore the distinction between the generalised Boolean function f and the associated Zq-valued
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and complex-valued vectors f and F, using the notation f to refer to all three. The context will make clear

to which we are referring in any given situation.

In the binary case, q = 2, the r-th order Reed-Muller code RM(r;m) is de�ned to be the binary code whose

codewords are (the vectors identi�ed with) the Boolean functions of degree at most r in x0; x1; : : : ; xm�1. The

code RM(r;m) is linear, has minimum Hamming distance 2m�r and has a generator matrix whose rows are

the words corresponding to the distinct monomials in x0; x1; : : : ; xm�1 of degree at most r. For details, see

[24], [39].

We introduce non-binary generalisations of the classical Reed-Muller codes. Our codes generalise those of

[10] from 2h-ary alphabets to the q-ary case. The codes of [10] in turn generalised the classical Reed-Muller

codes and the quaternary Reed-Muller codes ZRM(r;m) de�ned in [18]. The reader should note that our

codes are again di�erent from the earlier generalisations of the binary Reed-Muller codes introduced in [11],

[22].

De�nition 2: � For q � 2 and 0 � r � m, RMq(r;m) is de�ned to be the linear code over Zq that is

generated by the Zq-valued vectors corresponding to the monomials of degree at most r in x0; x1; : : : ; xm�1.

Alternatively, RMq(r;m) is the linear code over Zq whose generator matrix is formally identical to that of the

binary code RM(r;m) (but which is interpreted over Zq).

� For q � 4 with q even and for 0 � r � m + 1, ZRMq(r;m) is de�ned to be the linear code over Zq that

is generated by the monomials of degree at most r � 1 together with the degree r monomials of the form

2xj0xj1 : : : xjr�1 (in which j0; j1 : : : ; jr�1 are distinct and with the convention that monomials of degree -1

and m+ 1 are equal to zero).

Clearly, ZRMq(r;m) is a subcode of RMq(r;m). Moreover, for r � 2, RMq(r;m) and ZRMq(r;m) are both

unions of cosets of RMq(1;m). When r = 2, an appropriate set of quadratic forms in m variables can be taken

as the coset representatives.

Example 3: The code RM4(2; 3) is the linear code over Z4 with generator matrix:2
666666664

11111111

01010101

00110011

00001111

00010001

00000101

00000011

3
777777775

1

x0

x1

x2

x0x1

x0x2

x1x2

while ZRM4(2; 3) is the linear code over Z4 with generator matrix:2
666666664

11111111

01010101

00110011

00001111

00020002

00000202

00000022

3
777777775

1

x0

x1

x2

2x0x1
2x0x2
2x1x2

Now let a = [a0a1 : : : an�1] and b = [b0b1 : : : bn�1] be two Zq-valued vectors. We recall the standard

de�nitions of the Hamming weight wtH(a) of a, the Hamming distance dH(a;b) between a and b, and the

minimum Hamming distance dH(C) of a code C over Zq. We de�ne the Lee weight of the vector a to be

wtL(a) =

n�1X
i=0

minfai; q � aig

where each summand is interpreted as being an integer between 0 and q� 1. The Lee distance between a and

b, denoted dL(a;b), is de�ned to be wtL(a�b mod q) where a�b mod q denotes the vector with components
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ai � bi mod q. Finally, we de�ne the minimum Lee distance of a code C over Zq to be:

dL(C) = minfdL(a;b) : a;b 2 C;a 6= bg:

If C is linear over Zq, then the minimum Lee distance of C is equal to the minimum Lee weight of a non-zero

codeword of C.

The following theorem is a straightforward generalisation of a result of [10]:

Theorem 4: We have:

� for q � 2, dH(RMq(r;m)) = dL(RMq(r;m)) = 2m�r.

� for q � 4 with q even, dH(ZRMq(r;m)) = 2m�r and dL(ZRMq(r;m)) = 2m�r+1.

D. Further Notation

In this subsection we introduce some new notation that will be essential in concisely setting out the proofs

of our results on Golay complementary sets of sequences.

Let f : f0; 1gm ! Zq be a generalised Boolean function in variables x0; x1; : : : ; xm�1. Let 0 � j0 < j1 <

: : : < jk�1 < m be a list of k indices and write x = [xj0xj1 : : : xjk�1 ]. Let c = [c0c1 : : : ck�1] be a binary word

of length k. Then we de�ne the vector f jx=c to be the complex-valued vector with component i =
Pm�1

j=0 ij2
j

equal to !f(i0;i1;::: ;im�1) if ij� = c� for each 0 � � < k, and equal to 0 otherwise. Here ! is a complex q-th

root of unity. By convention, in the special case where x and c are null (i.e. of length zero), we de�ne f jx=c
to be the complex-valued vector associated with f .

A simple consequence of the de�nition is the following vector identity: for any x de�ned as above,

f =
X
c

f jx=c: (2)

Example 5: For q = 2 and m = 3, consider the function f = x1. Writing + for 1 and � for �1, the vector

f jx0=0 is equal to [+0� 0 + 0� 0], while the vector f jx0=1 is equal to [0 + 0� 0 + 0�]. Adding these vectors,

we recover the vector [+ +��++��], which is the complex-valued vector associated with x1.

It is apparent that the vector f jx=c is equal to the usual complex-valued vector f in components i =Pm�1
j=0 ij2

j where [ij0 : : : ijk�1 ] = [c0 : : : ck�1], but is equal to zero in every other position. For example, f jx0=0
and f jx0=1 pick out the even and odd components from the complex-valued vector f , while f jxm�1=0 and

f jxm�1=1 give the left and right halves of f . Alternatively, it's easy to see that f jx=c agrees with complex-

valued vector f in components where the binary vector corresponding to the generalised Boolean functionY
c�=1

xj�

Y
c�=0

(1� xj�):

has a 1, and is equal to 0 elsewhere.

The vector f jx=c can also be thought of as being constructed from the generalised Boolean function f

by substituting xi� = c� in the algebraic normal form for f for each 0 � � < k, simplifying to obtain a

generalised Boolean function in m� k variables (which we also denote by f jx=c), then calculating !f jx=c over

the domain of this new function and �nally inserting zeros at appropriate locations in the resulting vector.

We can synthesise the generalised Boolean function f from the various functions f jx=c. We have:

f =
X
c

f jx=c
Y
c�=1

xj�

Y
c�=0

(1� xj�) (3)

which is the functional analogue of the vector equation (2).

Example 6: We take q = 2, m = 4 and

f(x0; x1; x2; x3) = x0x1 + x0x2 + x0x3 + x1x2 + x2x3

corresponding to binary vector [0001011101001101]. Substituting x0 = 0 and x0 = 1 in the algebraic normal

form for f , we get

f jx0=0 = x1x2 + x2x3; f jx0=1 = x1x2 + x2x3 + x1 + x2 + x3
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with corresponding vectors

f jx0=0 = [+0 + 0 + 0� 0 + 0 + 0� 0 + 0]; f jx0=1 = [0 + 0� 0� 0� 0� 0 + 0� 0�]:

Reversing this using (3), we can check that

f jx0=0 � (1� x0) + f jx0=1 � x0

yields the function f and that the complex-valued vector f is the sum of the vectors f jx0=0 and f jx0=1.

The following lemma (whose proof comes from manipulation of components) relates the aperiodic correla-

tions of vectors.

Lemma 7: Let f; g : f0; 1gm ! Zq be generalised Boolean functions in variables x0; x1; : : : ; xm�1. Let

0 � j0 < j1 < : : : < jk�1 < m be a list of k indices and let c = [c0c1 : : : ck�1] and d = [d0d1 : : : dk�1] be

binary-valued vectors. Write x = [xj0xj1 : : : xjk�1 ] and suppose 0 � j < m is an index with j 6= j0; j1; : : : ; jk�1.

Then

C(f jx=c; gjx=d)(`) = C(f jxxj=c0; gjxxj=d0)(`) +C(f jxxj=c0; gjxxj=d1)(`)

+ C(f jxxj=c1; gjxxj=d0)(`) +C(f jxxj=c1; gjxxj=d1)(`)

Note that the above lemma still holds in the case where x is null.

As a special case of the above lemma, we have:

A(f jx=c)(`) = A(f jxxj=c0)(`) +A(f jxxj=c1)(`)

+C(f jxxj=c0; f jxxj=c1)(`) + C(f jxxj=c1; f jxxj=c0)(`)
(4)

and as a generalisation of this (with a proof that is a routine induction based on Lemma 7):

Lemma 8: Let f : f0; 1gm ! Zq be a generalised Boolean function in variables x0; x1; : : : ; xm�1. Let

0 � j0 < j1 < : : : < jk�1 < m be a list of k indices. Write x = [xj0xj1 : : : xjk�1 ]. Then

A(f)(`) =
X
c

A(f jx=c)(`) +
X
c1 6=c2

C(f jx=c1 ; f jx=c2)(`):

III. Golay Complementary Pairs From Reed-Muller Codes

In this section we prove a theorem which identi�es a large class of complex-valued Golay complementary

pairs whose terms come from the set

f0g [ f!i : i = 0; 1; : : : ; q � 1g;

where, as in the remainder of this paper, q is even and ! is a complex q-th root of unity. This theorem will

be fundamental in our construction of larger Golay complementary sets.

As a corollary of our theorem, we obtain a new inductive proof of the results of [9], [10] on Golay comple-

mentary pairs derived from cosets of �rst order Reed-Muller codes. We also seek to elucidate the relationships

between Golay's constructions for pairs [16], the forms identi�ed in [9], [10] and earlier results on the synthesis

of Golay complementary pairs in [4], [34].

A. Graphs and Quadratic Forms

Let Q : f0; 1gm ! Zq be the generalised Boolean function de�ned by

Q(x0; : : : ; xm�1) =
X

0�i<j<m

qijxixj

where qij 2 Zq, so that Q is a quadratic form in m variables over Zq. We associate a labelled graph G(Q)

on m vertices with Q as follows. We label the vertices of G(Q) by 0; 1; : : : ;m � 1 and join vertices i and j

by an edge labelled qij if qij 6= 0. In the case q = 2, every edge is labelled 1 and by convention we will omit

edge-labels in this case. Of course, from any graph G of this type we can recover a quadratic form Q. If
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f : f0; 1gm ! Zq is a quadratic function (i.e. a generalised Boolean function corresponding to a codeword of

RMq(2;m)), then we de�ne G(f) to be the graph G(Q) where Q is the quadratic part of f .

We say that a graph G of the type de�ned above is a path if either

� m = 1 (in which case the graph contains a single vertex and no edges), or

� m � 2 and G has exactly m� 1 edges, all labelled q=2, which form a Hamiltonian path in G.

For m � 2, a path on m vertices corresponds a quadratic form of the type:

q

2
�

m�1X
�=0

x�(�)x�(�+1); (5)

where � is a permutation of f0; 1; : : : ;m� 1g.

B. Construction of Golay Complementary Pairs

Let f : f0; 1gm ! Zq be a generalised Boolean function in variables x0; x1; : : : ; xm�1. As usual we let

0 � j0 < j1 < : : : < jk�1 < m be a list of k indices, where 0 � k � m� 1 and write x = [xj0xj1 : : : xjk�1 ]. We

also write 0 � i0 < i1 < : : : < im�k�1 < m for the remaining m� k indices between 0 and m� 1.

Let c = [c0c1 : : : ck�1] be a binary word of length k.

Theorem 9: With notation as above, suppose that the function f jx=c (obtained from f by substituting

xj� = c�, 0 � � < k, in the algebraic normal form of f) is a quadratic function and that G(f jx=c) is a path.

Then the complex-valued vector f jx=c is a Golay complementary sequence, forming a Golay complementary

pair with each vector of the form

(f + (q=2)xa + r)jx=c

where r 2 Zq is arbitrary and a is either the single vertex of G(f jx=c) when k = m � 1, or an end vertex of

the path in G(f jx=c) when 0 � k < m� 1.

Proof: The proof is by induction on k, where we take as an inductive hypothesis the statement of the

theorem. The case k = m � 1 serves as a base case for the induction. In this case Q, the quadratic part of

f jx=c, is identically zero, G(f jx=c) has a single vertex labelled a and x omits exactly the variable xa. From

this last fact, it follows that for any function h, we have that hjx=c is non-zero in exactly two components,

namely those numbered
P

j 6=a cj2
j and 2a +

P
j 6=a cj2

j , these components being 2a positions apart in the

vector hjx=c.

Consider the pair of vectors

f jx=c and (f + (q=2)xa + r)jx=c;

where r 2 Zq is arbitrary. Now the function (q=2)xa + r takes on values r and q=2 + r in the two non-zero

components. Suppose that f jx=c takes on values !f0 and !f1 in the two non-zero components. Then the

vector (f + (q=2)xa + r)jx=c takes on the values !f0+r and �!f1+r in the two non-zero components. It is now

simple to show that the vectors f jx=c and (f + (q=2)xa + r)jx=c form a Golay complementary pair.

Now suppose the theorem is true in the case where x contains k + 1 variables and consider the case of k

variables, where 0 � k � m � 2. The non-zero components of f jx=c are determined by the values of the

quadratic function f jx=c in variables xi0 ; : : : ; xim�k�1 , where G(f jx=c) is a path. So for some permutation �

of f0; 1; : : : ;m� k � 1g and some g0; : : : ; gm�k�1; g
0 2 Zq, we can write

f jx=c(xi0 ; : : : ; xim�k�1) = Q+ L

where

Q(xi0 ; : : : ; xim�k�1) =
q

2
�

m�k�2X
�=0

xi�(�)xi�(�+1)
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and

L(xi0 ; : : : ; xim�k�1) =

m�k�1X
�=0

g�xi�(�) + g
0
:

We claim that the pair of vectors

f jx=c; (f + (q=2)xi�(m�k�1) + r)jx=c;

where r 2 Zq is arbitrary, form a Golay complementary pair. The argument that we give to support this claim

also applies with minor modi�cations to the pairs:

f jx=c; (f + (q=2)xi�(0) + r)jx=c; r 2 Zq:

Notice that i�(0) and i�(m�k�1) are the end vertices of the path G(f jx=c).

Write a = i�(m�k�1), let ` 6= 0 be chosen arbitrarily and consider

A(f jx=c)(`) +A((f + (q=2)xa + r)jx=c)(`):

Using equation (4), we can decompose this sum as

A(f1)(`) +A(f2)(`) + C(f1; f2)(`) + C(f2; f1)(`)

+ A(f3)(`) +A(f4)(`) + C(f3; f4)(`) + C(f4; f3)(`)
(6)

where

f1 = f jxxa=c0;

f2 = f jxxa=c1;

f3 = (f + (q=2)xa + r)jxxa=c0;

f4 = (f + (q=2)xa + r)jxxa=c1:

The non-zero components of the vector f1 come from a function h1 obtained by substituting xa = xi�(m�k�1) =

0 in the function f jx=c. For 0 � k � m� 3 we have:

h1(xi�(0) ; : : : ; xi�(m�k�2)) =
q

2
�

m�k�3X
�=0

xi�(�)xi�(�+1) +

m�k�2X
�=0

g�xi�(�) + g
0
;

while for k = m� 2 we have:

h1(xi�(0)) = g0xi�(0) + g
0
:

Similarly, the non-zero components of the vector f2 come from a function h2 obtained by substituting xa =

xi�(m�k�1) = 1 in the function f jx=c. We have:

h2(xi�(0) ; : : : ; xi�(m�k�2)) = h1(xi�(0) ; : : : ; xi�(m�k�2)) + (q=2)xi�(m�k�2) + gm�k�1:

Next consider the vector:

f
0
2 := (f + (q=2)xi�(m�k�2) + gm�k�1)jxxa=c0:

Substituting x = c and then xa = 0 in the expression for f+(q=2)xi�(m�k�2) +gm�k�1, we obtain the function

h1 + (q=2)xi�(m�k�2) + gm�k�1, identical to h2. It follows that the value of the vector f2 in component i is

equal to that of the vector f 02 in position i � 2a (that is, in the non-zero positions, f2 is just a shift of f 02).

Hence the vectors f2 and f
0
2 have identical auto-correlation functions.
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Now consider the pair

f1 = f jxxa=c0 and f
0
2 = (f + (q=2)xi�(m�k�2) + gm�k�1)jxxa=c0:

We have seen above that h1, the generalised Boolean function to which f1 corresponds, is quadratic and has

a graph that is a path on m � k � 1 vertices. Moreover, either i�(m�k�2) is an end vertex of this path,

or k = m � 2 and it is the only vertex in the graph. By the inductive hypothesis, f1 and f
0
2 are a Golay

complementary pair, hence

A(f1)(`) +A(f 02)(`) = 0:

Since A(f2)(`) = A(f 02)(`) for every `, we also have

A(f1)(`) +A(f2)(`) = 0: (7)

From the de�nitions, we have f3 = !rf1 and f4 = �!rf2. It follows that A(f3)(`) = A(f1)(`) and A(f4)(`) =

A(f2)(`) and hence from (7) that

A(f3)(`) +A(f4)(`) = 0: (8)

Moreover C(f3; f4)(l) = C(!rf1;�!
r
f2)(l) = �C(f1; f2)(l) and so

C(f1; f2)(`) + C(f3; f4)(`) = C(f2; f1)(`) + C(f4; f3)(`) = 0 (9)

Combining (7) { (9), we see that the sum in (6) is equal to zero. Since ` 6= 0 was arbitrary, the vectors f jx=c
and (f + (q=2)xa + r)jx=c are a Golay complementary pair. 2

Example 10: As in Example 6, we take q = 2, m = 4 and

f(x0; x1; x2; x3) = x0x1 + x0x2 + x0x3 + x1x2 + x2x3

corresponding to binary vector [0001011101001101]. The graph G(f) is shown in Figure 1. Substituting

x0 = 0 in the above expression for f , we get f jx0=0 = x1x2 + x2x3, so that G(f jx0=0) is a path. By Theorem

9

f jx0=0 = [+0 + 0 + 0� 0 + 0 + 0� 0 + 0];

(f + x1)jx0=0 = [+0� 0 + 0 + 0 + 0� 0� 0� 0]

are a Golay complementary pair. Likewise substituting x0 = 1 in f , we get f jx0=1 = x1x2+x2x3+x1+x2+x3,

so that G(f jx0=1) is again a path. Again the vectors

f jx0=1 = [0 + 0� 0� 0� 0� 0 + 0� 0�];

(f + x1)jx0=1 = [0 + 0 + 0� 0 + 0� 0� 0� 0+]

are a Golay complementary pair. Since f =
P

c f jx=c, we see that the vector f can be obtained by combining

two Golay complementary sequences of length 8.

C. Relation to Previous Constructions

Taking k = 0 in the Theorem 9, we obtain a generalisation of a result of [9], [10] from the case of 2h-ary

alphabets to the case of even alphabets.

Corollary 11: Let q be even, let � be a permutation of f0; 1; : : : ;m�1g and let f : f0; 1gm ! Zq be de�ned

by

f(x0; : : : ; xm�1) =
q

2
�

m�2X
i=0

x�(i)x�(i+1) +

m�1X
i=0

gixi + g
0
; (10)
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where g0; g1; : : : ; gn�1; g
0 2 Zq. Then the vector corresponding to f forms a Golay complementary pair with

each of the vectors corresponding to the functions

f + (q=2)x�(0) + r; f + (q=2)x�(m�1) + r; r 2 Zq:

This corollary identi�es a set of (m!=2)qm+1 Golay complementary sequences arranged in m!=2 cosets of

RMq(1;m). The coset representatives are the quadratic forms q
2
�
Pm�2

i=0 x�(i)x�(i+1), where � is any permutation

of f0; 1; : : : ;m � 1g. So these cosets are contained in RMq(2;m), and in ZRMq(2;m) when q is divisible by

4. The corollary exhibits, for each Golay complementary sequence, 2q di�erent Golay complementary pairs

in which the sequence lies.

We note that the proof technique of [10] is rather di�erent from the inductive approach developed here.

We want to indicate how our approach sheds some light on why the particular quadratic forms which arise in

Corollary 11 and in [9], [10] do so. Recall that in the proof of Theorem 9, we considered the pair of vectors

f jx=c and (f + (q=2)xa + r)jx=c;

and decomposed the �rst of these as

f jx=c = f1 + f2

where

f1 = f jxxi�(m�k�1)=c0
and f2 = f jxxi�(m�k�1)=c1

are also a Golay complementary pair. Notice that f jx=c contains 2
m�k non-zero entries while each of f1 and

f2 contains 2m�k�1 non-zero entries. We have a similar decomposition for the vector (f + (q=2)xa + r)jx=c
into a second Golay complementary pair of vectors f3, f4 which di�er from the pair f1, f2 only by constant

phases. Alternatively, we can think of the vector f jx=c as being synthesised by adding the vectors f1 and f2,

and similarly for the other member of the pair. Using equation (3), we can also synthesise the function f jx=c
from the functions h1 and h2 describing f1 and f2. Recall that

h1(xi�(0) ; : : : ; xi�(m�k�2)) =
q

2
�

m�k�3X
�=0

xi�(�)xi�(�+1) +

m�k�2X
�=0

g�xi�(�) + g
0
;

h2 = h1 + (q=2)xi�(m�k�2) + gm�k�1

and so

f jx=c = h1 � (1� xi�(m�k�1) + h2 � xi�(m�k�1)

= h1 + (h2 � h1)xi�(m�k�1)

= h1 +
�
q

2
xi�(m�k�2) + gm�k�1

�
xi�(m�k�1)

=
q

2
�

m�k�2X
�=0

xi�(�)xi�(�+1) +

m�k�1X
�=0

g�xi�(�) + g
0

with a similar expression for the function corresponding to the other half of the pair, (f + (q=2)xa + r)jx=c.

We can then think of the inductive proof of the theorem as providing an iterative method for constructing

Golay complementary pairs by adding together Golay complementary pairs containing half as many non-zero

entries. In this context, the above analysis shows that if we start with a Golay complementary pair whose

generalised Boolean functions both have a quadratic part whose graph is the same path and whose linear parts

are appropriately related, then one iterative step builds another Golay complementary pair whose functions

have the same property, but where the path has one more edge (identi�ed with the new quadratic term

xi�(m�k�2)xi�(m�k�1)). Now the base case of the induction in the proof of Theorem 9 uses pairs with graphs
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that are paths with no edges, and so the �nal pairs obtained after m�1 iterations will come from graphs that

are paths on m� 1 edges. Thus we have an explanation for why the particular generalised Boolean functions

appearing in Corollary 11, in [9], [10] and in [16, Paragraph 13] do so: it may be regarded as a consequence

of an iterative construction method applied to Golay complementary pairs of length 2.

We can also explain the relationship to Golay's original interleaving and concatenation constructions for

binary complementary pairs in [16]. By appropriately inserting zeros into the complex versions of Golay's

sequences, these two iterative construction methods can be interpreted simply as additions of complementary

sequences containing fewer non-zero entries, in the way we have described above. Keeping track of the Boolean

functions involved, it is not hard to show that the set of length 2m binary Golay complementary sequences

that can be obtained by using combinations of Golay's iterative steps is exactly the same set as described

by the case q = 2 of Corollary 11, this being the same set, after appropriate translation of language, as that

directly constructed by Golay himself in [16, Paragraph 13].

The iterative step we have described is also essentially the same as that given in [4], although the latter

paper does not restrict itself to just q-phase sequences and begins its iterative construction with pairs of

length 1. Nevertheless, we can say that all the q-phase Golay complementary pairs constructed recursively in

[4] (and in [34], whose concatenation construction is a special case of that of [4]) can all be obtained directly

from Corollary 11.

Thus our corollary provides a uni�cation of these earlier disparate constructions for q-phase Golay comple-

mentary sequences.

IV. Golay Complementary Sets from Reed-Muller Codes

In this section we will prove that the codewords of arbitrary second order cosets of RMq(1;m) lie in Golay

complementary sets, where the set size depends only on a single number that can be computed from the graph

associated with the quadratic form de�ning the coset. This immediately gives bounds on the PMEPRs of

complete cosets of RMq(1;m) in RMq(2;m).

Let Q : f0; 1gm ! Zq be a quadratic form in m variables x0; x1; : : : ; xm�1. We write

f = Q+

m�1X
i=0

gixi + g
0

where g0; gi 2 Zq are arbitrary. We de�ne a vertex deletion operation on G(f) as follows: we choose a vertex

(say j) in the graph and delete that vertex and all the edges incident with that vertex. Consider the function

f jxj=c, obtained by substituting xj = c in f . This substitution replaces quadratic terms qijxixj in f with

linear terms qijcxi and replaces the linear term gjxj in f by gjc. It follows that the graph of the function

f jxj=c is equal to the graph obtained by applying a deletion operation to vertex j of G(f). Notice that this

graph does not depend on the value of c. By extension, if we have a list of k indices 0 < j0 < : : : < jk�1 < m

and write x = xj0 : : : xjk�1 and c = c0 : : : ck�1 then the graph of the function f jx=c is obtained by applying

a sequence of deletion operations on vertices j0; j1; : : : ; jk�1 of G(f). The �nal graph is independent of the

choice of c. So for any c, the quadratic part of the function f jx=c is completely described by a graph obtained

from G(f) by applying deletion operations.

Theorem 12: Suppose Q : f0; 1gm ! Zq is a quadratic form in variables x0; x1; : : : ; xm�1. Suppose further

that G(Q) contains a set of k distinct vertices labelled j0; j1; : : : ; jk�1 with the property that deleting those

k vertices and all their edges results in a path. Let a be the label of either end vertex in this path (or the

single vertex of the graph when k = m� 1). Then for any choice of g0; gi 2 Zq,(
Q+

m�1X
i=0

gixi + g
0 +

q

2

 
k�1X
�=0

d�xj� + dxa

!
: d; d� 2 f0; 1g

)

is a Golay complementary set of size 2k+1.

Proof: Let x = xj0xj1 : : : xjk�1 and d = d0d1 : : : dk�1. Write f = Q +
Pm�1

i=0 gixi + g0 and d � x =
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Pk�1
�=0 d�xj� . Now, using Lemma 8, for any ` 6= 0,

X
d;d

A(f +
q

2
(d � x+ dxa))(`) = S1 + S2

where

S1 =
X
d;d

X
c

A((f +
q

2
(d � x+ dxa))jx=c)(`) (11)

and

S2 =
X
d;d

X
c1 6=c2

C((f +
q

2
(d � x+ dxa))jx=c1 ; (f +

q

2
(d � x+ dxa))jx=c2)(`): (12)

From the discussion preceding the statement of the theorem, for every choice of c and d, the function

(f + (q=2)d � x)jx=c has a graph that is a path. Moreover, either a is an end vertex of the path, or it

is the single vertex of the graph (when k = m � 1). So from Theorem 9, for every d and c, the vectors

(f + (q=2)d � x)jx=c and (f + (q=2)(d � x+ xa))jx=c form a Golay complementary pair. It follows that

S1 =
X
c

X
d

A((f +
q

2
d � x)jx=c)(`) +A((f +

q

2
(d � x+ xa))jx=c)(`)

= 0:

Now consider the rearranged sum S2:

S2 =
X
c1 6=c2

X
d

X
d

C((f +
q

2
(d � x+ dxa))jx=c1 ; (f +

q

2
(d � x+ dxa))jx=c2)(`)

For �xed values of c1; c2, and d we consider the inner sum:X
d

C((f +
q

2
(d � x+ dxa))jx=c1 ; (f +

q

2
(d � x+ dxa))jx=c2)(`)

Notice that the vector x contains all the variables occurring in the sum d �x. So for c1; c2 and d �xed, we have

that the vector (f + (q=2)(d � x+ dxa))jx=cj is equal to either the vector aj := (f + (q=2)dxa)jx=cj or to the

vector �aj, the former case occurring when (q=2)d �cj = 0 mod q and the latter when (q=2)d �cj = q=2 mod q.

We aim to show that as d varies, we get as many correlations of the type I:

C(a1;a2) or C(�a1;�a2)

as we do correlations of the type II:

C(a1;�a2) or C(�a1;a2)

in the inner sum above. Because type I and type II correlations are equal in magnitude but opposite in sign,

it is then immediate that the inner sum is equal to zero, and hence that S2 is equal to zero. The theorem will

then follow immediately. Notice that a type I correlation arises whenever d � c1 = d � c2 mod 2 and that a

type II correlation arises whenever d � c1 6= d � c2 mod 2. Because c1 6= c2, we have c1 + c2 6= 0 mod 2, and

so the linear functional d � (c1 + c2) mod 2 (regarded as a function of d) is not equal to the zero functional.

Hence it is balanced, i.e. takes on the values 0 and 1 equally often as d varies. Thus d � c1 and d � c2 agree

modulo 2 for half the values of d and disagree modulo 2 for the other half. Hence there are equal numbers of

type I and type II correlations. 2

Notice that all the words of the Golay complementary set identi�ed in the above theorem are contained in

the same coset Q+RMq(1;m).
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We now present a simple corollary of the theorem:

Corollary 13: Suppose Q : f0; 1gm ! Zq is a quadratic form in variables x0; x1; : : : ; xm�1. Suppose further

that G(Q) contains a set of k distinct vertices with the property that deleting those k vertices and all their

edges results in a path. Then every word of the coset Q+RMq(1;m) has PMEPR at most 2k+1.

Taking k = 0 in Theorem 12, we see that any form Q whose graph is a path determines a coset of

RMq(1;m) that consists of Golay complementary sequences. Examining the particular Golay complementary

pairs identi�ed in the theorem gives us Corollary 11 again (with the technicality that Corollary 11 is slightly

more general because it allows the introduction of an arbitrary constant term r in the second member of each

pair). So the results of [9], [10] on Golay complementary pairs can be viewed as a special case of Theorem

12, placing them in the more general context of Golay complementary sets derived from second order cosets

of RMq(1;m). By giving an explicit, non-recursive construction for q-phase Golay complementary sets, the

theorem also provides a partial solution to a central open problem from [38]:

Obtain direct construction procedures for complementary sets with given parameters, namely, the number of

sequences in the set and their lengths.

The PMEPR of individual words in a coset Q + RMq(1;m) may vary considerably from the bound of

Corollary 13, and indeed the bound may not be tight for any word of the coset. In practice however, the

corollary seems to give a reasonably good bounds on the PMEPRs of cosets, in many cases being tight and

often giving a bound that is the smallest power of two larger than the actual value of PMEPR of the coset. In

Section VI, we will derive a lower bound on PMEPR in the case q = 2 which shows that the bound is tight in

many cases. For now we demonstrate the utility of our bound by showing how to derive much of the PMEPR

behaviour of the second order cosets of RM2(1; 4) that was reported in [10, Table 1].

There are 64 second order cosets of RM2(1; 4), each determined by a quadratic form Q in variables

x0; x1; x2; x3. Of the 64 cosets, 12 have G(Q) a path and hence have PMEPR bounded by 2. These correspond

to the 12 cosets of RM(1; 4) consisting of Golay complementary sequences, [9], [10]. Direct computation over

these cosets gives PMEPRs between 1:97 and exactly 2, [10].

There are 37 cosets for which we can take k = 1 in Corollary 13, obtaining a bound of 4 on PMEPR for

these cosets. From [10, Table I], the PMEPR for these cosets ranges from 3.18 to exactly 4 (in fact 25 out of

the 37 cosets have PMEPR equal to exactly 4). So the theorem gives a bound that is the `correct power of 2'

for all of these cosets.

Of the remaining 15 cosets, all bar one (the one corresponding to Q = 0) allow us to take k = 2 in Corollary

13, giving a bound of 8 on PMEPR. For 11 of these cosets, the PMEPR ranges between 6:18 and 6:85 [10,

Table I], so our result again gives the smallest possible power of 2. This leaves 3 cosets, which correspond to

the following quadratic forms:

x0x1 + x2x3; x0x2 + x1x3; x0x3 + x1x2:

The PMEPRs for the cosets determined by these forms are 3:113, 3:124 and 3:117 respectively [10, Table I].

We will say more about these cosets in Section VII.

In summary, Corollary 13 gives reasonably good bounds on PMEPR for many second order cosets of

RM2(1; 4). That this is true for more general binary and non-binary cosets at other lengths is supported by

comparing computational results given in [10, Tables 2 and 3] with the predictions of our corollary.

V. OFDM Codes with Low PMEPR

In this section we will use the theory developed above to construct OFDM codes with low PMEPR, good

error correcting capabilities and reasonable rates (at least for small numbers of carriers).

A simple way to obtain a code with PMEPR at most 2k+1 is to use Corollary 13 to identify a set of quadratic

forms Q whose graphs G(Q) satisfy the conditions of the corollary and to take as the code the union of cosets

Q + RMq(1;m). E�cient encoding is achieved by storing the corresponding list of coset representatives and

then using information bits partly to specify a representative from the list and partly to encode a codeword

from the qm+1 words of RMq(1;m) (using a straightforward generalisation of the usual encoding circuit for

RM2(1;m) given in [24, p. 420]).
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A number of approaches can be taken to the decoding of codes formed in this way. The techniques of [10]

are applicable in the 2h-ary case, and maximum likelihood decoding can be obtained by combining supercode

decoding [8] with the algorithm of [17] for decoding RMq(1;m). Alternatively, [30] contains a number of

new high performance algorithms designed to be e�cient for codes formed from large numbers of cosets of

RMq(1;m) inside RMq(2;m) and ZRMq(2;m). This latter paper also contains a comparison of the various

decoding strategies.

Our �rst step in identifying large sets of quadratic forms comes from applying the following lemma:

Lemma 14: Let A = (aij) 2 (Zq)(m�k)�k be an (m� k)� k matrix over Zq, and let C = (cij) 2 (Zq)k�k be

a k � k upper-triangular matrix over Zq, so cij = 0 for 0 � j � i < k. Let QA;C denote the quadratic form

q

2

m�k�2X
i=0

xixi+1 +

m�k�1X
i=0

k�1X
j=0

aijxixm�k+j +
X

0�i<j<k

cijxm�k+ixm�k+j: (13)

Finally, let Q be the quadratic form

q

2

m�k�2X
i=0

x�(i)x�(i+1) +

m�k�1X
i=0

k�1X
j=0

aijx�(i)x�(m�k+j) +
X

0�i<j<k

cijx�(m�k+i)x�(m�k+j): (14)

obtained from QA;C by applying a permutation � of f0; 1; : : : ;m�1g to the indices of x0; x1; : : : ; xm�1. Then

Q satis�es the conditions of Corollary 13, so the coset Q+RMq(1;m) has PMEPR at most 2k+1. Moreover,

every quadratic form satisfying the conditions of Corollary 13 can be obtained from some QA;C in this way.

Proof: The graph G(QA;C) is shown schematically in Figure 2. The graph of the form Q is obtained

from this graph by applying the permutation � to the vertex labels. It is clear from the �gure that applying

k deletion operations to vertices m � k; : : : ;m � 1 of the graph results in a path. So applying k deletion

operations to vertices �(m � k); : : : ; �(m � 1) of the graph G(Q) also results in a path. The converse is

equally easily proved. 2

Of course, we already have an exact characterisation of the forms arising in Lemma 14 when k = 0: they

are simply the forms whose graphs are paths, giving the cosets consisting of Golay complementary pairs that

were identi�ed in [9], [10] and Corollary 11. The resulting OFDM codes have PMEPR bounded by 2 and were

discussed at length for q = 2h in [10]. So in what follows, we focus on codes in which k � 1 in Lemma 14, in

particular developing codes for k = 1 where the PMEPR is bounded by 4.

Clearly, a list of coset representatives identi�ed by Lemma 14 could be inconveniently large for practical

use. It is preferable to have available instead simple, algorithmic methods which use information bits to

directly specify coset representatives. The basic idea behind the encoding algorithms that we present here

is to use some information bits to jointly specify A, C and a permutation � in Lemma 14. These determine

a coset representative Q as in equation (14). Unfortunately, this procedure has the potential to generate

some coset representatives more than once. We require methods that generate each coset representative at

most once. For convenience, we will describe such methods using graphs rather than working directly with

quadratic forms. Of course, each graph corresponds directly to a quadratic form in m variables over Zq, and

consequently to a coset representative of RMq(1;m) in RMq(2;m). We will specify large subsets Gm of the

set of graphs G(QA;C) and subsets of the set Pm of permutations on f0; 1; : : : ;m� 1g with the property that

applying the permutations of Pm to the vertex labels of graphs in Gm directly results in jPmj � jGmj distinct

graphs (and corresponding cosets).

In what follows, we de�ne the set Pm to be the set of permutations � of f0; 1; : : : ;m � 1g satisfying

�(0) < �(m � k � 1). Clearly, jPmj = m!=2. For A = (aij) 2 (Zq)(m�k)�k, we de�ne Aj to be the integerPm�k�1
i=0 aijq

i, 0 � j < k.

De�nition 15: Let G1 and G2 be edge- and vertex- labelled graphs on m vertices labelled 0; 1; : : : ;m � 1.

Then G1 and G2 are said to be isomorphic if there is a permutation � of f0; 1; : : : ;m� 1g such that there is a

edge labelled w between vertices j0 and j1 in G1 if and only if there is a edge labelled w between vertices �(j0)

and �(j1) in G2. We call any such permutation � an isomorphism from G1 to G2. We write �(G1) = G2. An



17

automorphism of G1 is an isomorphism from G1 to itself. The identity permutation is an automorphism for

every graph, called the trivial automorphism.

Lemma 16: Let Gm be a subset of the set of graphs

fG(QA;C) : A0 < A1 < : : : < Ak�1g

having the property that any isomorphism from G1 to G2 (with G1; G2 2 Gm) induces a permutation of the

vertex set fm � k; : : : ;m � 1g. Then jPmj � jGmj distinct graphs are obtained by applying the permutations

of Pm to the vertices of graphs in Gm.

Proof: Suppose there exist permutations �1; �2 2 Pm such that

�1(G1) = �2(G2)

where the graphs G1 = G(QA;C) and G2 = G(QB;D) lie in the set Gm. Then � = �
�1
2 �1 is an isomorphism

from G1 to G2. So � permutes the vertices m�k; : : : ;m�1 and so induces an isomorphism from the subgraph

of G1 on vertices 0; 1; : : : ;m� k � 1 to the same subgraph of G2. But both of these subgraphs are a path on

m�k vertices labelled 0; 1; : : : ;m�k� 1 with edges from vertex j to vertex j+1 for each 0 � j < m�k� 1.

So � induces an automorphism of this path. But this path has just two automorphisms: we either have:

�(j) = j; 0 � j � m� k � 1

or

�(j) = m� k � 1� j; 0 � j � m� k � 1:

In the latter case we have �(0) = m� k � 1 and �(m� k � 1) = 0 from which we deduce:

�1(m� k � 1) = �2(0) < �2(m� k � 1) = �1(0)

a contradiction, since �1 2 Pm. So the former case applies. Now column j of A records the weights of the edges

from vertex m�k+j to vertices 0; 1 : : : ;m�k�1 of G1 and similarly for B. Since vertices 0; 1; : : : ;m�k�1

are �xed by �, we deduce that the columns of B are a permutation of the columns of A, column j of A

being mapped to column �(m � k + j) � (m � k) of B for each 0 � j < k. Since Aj =
Pm�k�1

i=0 aijq
i

and Bj =
Pm�k�1

i=0 bijq
i, we see that the Bj must then be a permutation of the Aj . From the fact that

A0 < A1 < : : : < Ak�1 and B0 < B1 < : : : Bk�1 it follows that Aj = Bj for each j, so that A = B and � �xes

each of m� k; : : : ;m� 1. Then � is the identity permutation and �1 = �2. Since �(G1) = G2 we must also

have C = D. Hence G1 = G2. 2

A. Binary Codes with PMEPR at Most 4

We consider the special case q = 2 and k = 1 of Lemma 14. Here C is the 1 � 1 zero matrix, denoted 0,

and A is an (m� 1)� 1 matrix, i.e. a column vector. We write A = [a0; a1; : : : ; am�2]
T and have:

QA;0 = x0x1 + � � �+ xm�3xm�2 +

m�2X
i=0

aixixm�1 (15)

We now give an explicit description of a set of graphs Gm satisfying the condition of Lemma 16:

Lemma 17: Let m � 5 and let Gm be the set of graphs fG(QA;0) : wtH(A) � 4g, where wtH(A) denotes

the Hamming weight of the vector A. Then the set Gm satis�es the condition of Lemma 16 for k = 1.

Proof: Suppose A and B both have Hamming weight at least 4 and suppose � : G(QA;0)! G(QB;0) is an

isomorphism. We have to show that � maps vertex m� 1 to vertex m� 1. Now � must preserve the degrees

of vertices and the only vertices of degree greater than or equal 4 in our two graphs are the vertices labelled

m� 1. So � must �x vertex m� 1. 2.
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A simple counting argument shows that with this de�nition of Gm,

jGmj = 2m�1 �

��
m� 1

3

�
+

�
m� 1

2

�
+m

�

so that jG5j = 1, jG6j = 6, jG7j = 22, and 2m�2 � jGmj < 2m�1 for m � 8. By Lemma 16, we obtain a set Hm

of jGmj �m!=2 distinct quadratic forms (and graphs) from the set Gm by applying the m!=2 permutations from

the set Pm to the vertex labels of the graphs in Gm.

For m � 5, we take as our binary, length 2m OFDM code the union of cosets of RM2(1;m) identi�ed by

the quadratic forms in the set Hm. Since these cosets all lie in RM2(2;m), the code has minimum Hamming

distance at least 2m�2. The code has PMEPR no more than 4 by Lemma 14. It can be used to encode

blog2m!=2c + blog2 jGmjc +m + 1 bits. For m � 8, the number of encoded bits is blog2m!c + 2m � 2. The

number of encoded bits and code rate for this code are given for small values of m in Table I. We note that,

while the number of encoded bits increases with m, the code rate quickly decreases to zero. This is the price

for retaining strict power control and high minimum distance [31].

We next describe an e�cient encoding algorithm for the codes.

We write k1 = blog2 jGmjc, k2 = blog2 jPmjc and let d0d1 : : : dk1+k2+m be information bits. We require the

storage of a list of 2k1 distinct vectors A = [a0; a1; : : : ; am�2]
T corresponding to graphs in Gm and a list of 2k2

permutations from Pm. As an alternative, we can make use of any e�cient method which generates arbitrary

elements from such lists. The encoding algorithm for the length 2m code is then as follows:

� Use bits d0; d1; : : : ; dk1�1 to select a vector A = [a0; a1; : : : ; am�2]
T from the list of 2k1 vectors A satisfying

wtH(A) � 4.

� Use bits dk1 ; : : : ; dk1+1; dk1+k2�1 to select a permutation � from the list of 2k2 permutations of Pm.

� Compute the coset representative corresponding to the quadratic form:

Q = x�(0)x�(1) + x�(1)x�(2) + � � �+ x�(m�3)x�(m�2) +

m�2X
i=0

aix�(i)x�(m�1) (16)

by appropriately combining rows of the generator matrix of RM2(2;m).

� Use bits dk1+k2 ; : : : ; dk1+k2+m as information bits in an encoder for RM2(1;m) to obtain a codeword of

RM2(1;m).

� Use modulo 2 addition to combine the coset representative obtained from Q and the codeword of RM2(1;m)

to obtain the �nal codeword.

B. Non-binary Codes with PMEPR at Most 4

We now apply similar ideas to develop OFDM codes over non-binary alphabets. Our analogue of Lemma

17 is:

Lemma 18: Let m � 3 and let Gm be the set of graphs

fG(QA;0) : A = [a0; a1; : : : ; am�2]; ai; aj =2 f0; q=2g for some 0 � i 6= j < m� 1g:

Then Gm satis�es the condition of Lemma 16 for k = 1.

Proof: If � : G(QA;0) ! G(QB;0) is an isomorphism then � �xes vertex m � 1 because � preserves the

labels of edges incident with a vertex and the only vertex of G(QA;0) and of G(QB;0) with at least two edges

not labelled q=2 is the vertex labelled m� 1. 2.

A simple counting argument shows that

jGmj = q
m�1 � (qm� q � 2m+ 4)2m�2

:

So we can obtain

m!

2

�
q
m�1 � (qm� q � 2m+ 4)2m�2

�
:
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distinct graphs (and corresponding coset representatives) from the set Gm by applying the m!=2 distinct

permutations from Pm to the vertex labels of graphs in Gm. From a table of permutations in Pm we can derive

(in a similar manner as in the binary case) q-ary OFDM codes which can be used to encode blog2m!=2c +

blog2 jGmjc + b(m + 1) log2 qc information bits into q-ary codewords of length 2m. For q = 4 (quaternary

coding) and m � 4, the number of encoded bits is equal to blog2m!c+4m�2, while for q = 8 (octary coding)

and m � 3, the number of encoded bits is equal to blog2m!c + 6m � 2. A table of parameters is given for

small values of m and q = 4; 8 in Table II. The codes have minimum Hamming and Lee distance at least

2m�2 (from Theorem 4) and PMEPR of at most 4. Again, we note that while the number of encoded bits

increases with m, the code rates still tend to zero.

By restricting to vectors A = [a0; a1; : : : ; am�2]
T with a0; a1 =2 f0; q=2g, we obtain codes with slightly lower

rate, but with a simple and direct encoding of information bits into vectors A. Consequently, there is no need

to store a list of vectors with this modi�cation.

Finally in this section, we outline how to obtain OFDM codes with minimum Lee distance equal to 2m�1

(instead of 2m�2 for the codes given above). From Theorem 4, we need only choose quadratic forms from

ZRMq(2;m) instead of RMq(2;m). In other words, we consider quadratic forms having only even coe�cients.

In order that the forms be consistent with equation (13), we require that q=2 be even, so q must be divisible

by 4. Then a particularly convenient way of obtaining forms is to use the encoding algorithm developed for

RMq=2(2;m) but to multiply by 2 all coe�cients in the resulting forms. Of course, we can still take �rst order

codewords from RMq(1;m). For example, for m � 8, we obtain a quaternary, length 2m code which encodes

blog2m!c + 3m � 1 information bits to codewords of ZRM4(2;m), with e�cient encoding similar to that for

the binary encoder of Section V-A.

C. Binary Codes with PMEPR at most 2k+1

In this section we sketch a way of specifying sets of graphs Gm satisfying the condition of Lemma 16 for

general k and for q = 2. The speci�cation can be extended to general q in a number of ways.

We de�ne St = 2t �
�
t
3

�
�
�
t
2

�
� t� 1.

Lemma 19: Suppose m � k + 4 and suppose Sm�k � k. Let Gm be the set of graphs G(QA;C) for which

� A0 < A1 < : : : < Ak�1, where Aj =
Pm�k�1

i=0 aij2
i,

� wtH([a0j ; a1j ; : : : ; a(m�k�1)j ]) � 4 for each 0 � j < k,

� cij = 1 for each 0 � i < j < k.

Then Gm satis�es the condition of Lemma 16 and jGmj =
�Sm�k

k

�
.

Proof: Let G1 and G2 be any pair of graphs in the set Gm. Then every vertex labelled 0; 1; : : : ;m� k� 1

of both G1 and G2 has degree at most k+2, while every vertex labelled m� k; : : : ;m� 1 has degree at least

k + 3. Then any isomorphism from G1 to G2 must induce a permutation of vertices m� k; : : : ;m � 1. The

number of graphs in Gm is equal to the number of k-subsets of the set of binary vectors of length m� k and

Hamming weight at least 4, a set of size Sm�k. 2

When m � k is large relative to k, the number of graphs identi�ed by the above lemma is approximately

equal to 2(m�k)k=k!. Applying permutations from the set Pm, we obtain approximately (m!=2) � 2(m�k)k=k!

distinct graphs and quadratic forms. Codes enjoying e�cient encoding algorithms formed large subsets of

these quadratic forms can be derived in a similar manner as in Section V-A, but we omit the details. A table

of code parameters for small values of m and k = 2 is given in Table III. It is evident that for moderate

values of m, a modest increase in rate can be achieved over the codes in Table I, at the cost of increasing the

PMEPR of the codes from 4 to 8.

VI. Lower Bounds on PMEPR

In this section, we develop lower bounds on PMEPR for cosets of RM2(1;m) in RM2(2;m), showing that

the bound provided by Corollary 13 is tight in many cases. Our approach generalises some of the ideas in [5].

Our main theoretical tool is the weight distribution of second order cosets of RM2(1;m) [24, Chapter 15].
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Let Q be a quadratic form in variables x0; x1; : : : ; xm�1:

Q(x0; x1; : : : ; xm�1) =
X

0�i<j<m

qijxixj ; qij 2 Z2:

We identify with Q an upper-triangular matrix U whose (i; j) entry is equal to qij for 0 � i < j < m. We

then write x = [x0; x1; : : : ; xm�1] and have:

Q(x0; x1; : : : ; xm�1) = xUx
T

Notice that B = U +UT is the incidence matrix of the graph G(Q). We de�ne the rank of the quadratic form

Q to be the rank of the matrix B (where the rank computation is carried out over F2). It is a consequence

of Dickson's theorem ([24, p. 438, Theorem 4]) that the rank of Q is even. Moreover, if the rank of Q equals

2h and Dm;2h denotes the m �m matrix which is zero except on the two diagonals immediately above and

below the main diagonal, and there has 1010 : : : 100 : : : 0 with h ones, then there exists an invertible matrix

R such that RBRT = Dm;2h.

Result 20: [24, Theorem 5, p. 441] Let Q be a quadratic form of rank 2h in m variables. Then the weight

distribution of the coset Q+RM2(1;m) is as follows:

Weight Number of words

2m�1 � 2m�h�1 22h

2m�1 2m+1 � 22h+1

2m�1 + 2m�h�1 22h

Following [5], we let f be an arbitrary codeword of the coset Q+RM2(1;m) and consider the OFDM signal

S(f)(t) at time t = 0. From (1),

S(f)(0) =

2m�1X
j=0

(�1)fj

= 2m � 2 � wtH(f)

Now as f varies over the coset, the spectrum of values taken on wtH(f) gives the weight distribution of

Q + RM2(1;m). By Result 20, at least 22h+1 codewords have Hamming weight 2m�1 � 2m�h�1 and for any

one of these codewords f ,

P (f)(0) = jS(f)(0)j2 = 22m�2h = 2m � 2m�2h

so that the PMEPR of the coset is at least 2m�2h.

Thus a lower bound on PMEPR for Q+RM2(1;m) can be derived from the rank of the form Q. This ap-

proach also gives lower bounds on PMEPR for the more general cosets Q+RMq(1;m) when all the coe�cients

qij are equal to either 0 or q=2.

A simple application of this method yields a result already obtained in [5], showing that the bound on

PMEPR for a coset of RM2(2;m) of the type considered in [9], [10] and Corollary 11 is tight when m is odd:

Theorem 21: Suppose m is odd and let

Q(x0; x1; : : : ; xm�1) =

m�2X
i=0

x�(i)x�(i+1)

where � is a permutation of f0; 1; : : : ;m� 1g. Then the PMEPR of the coset Q+RM2(1;m) is equal to 2.

Proof: Since m is odd, the maximum possible rank of Q is 2h = m � 1. Then m � 2h = 1 and we see

that the PMEPR of the coset is at least 2. From Corollary 11, it is at most 2.2
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A. Lower Bounds on PMEPR when k = 1

Next we apply the rank method to the cosets of RM2(1;m) considered in Section V-A. In the notation

of that section, we consider the quadratic form Q obtained by applying a permutation � to the indices of

the variables in QA;0 =
Pm�3

i=0 xixi+1 +
Pm�2

i=0 aixixm�1. The resulting matrix B can be transformed by a

rank-preserving permutation of rows and columns (derived from ��1) to the matrix

B
0 =

�
Zm�1 A

AT 0

�

where Zm�1 is the (m�1)� (m�1) matrix having zeros everywhere except on the two diagonals immediately

above and below the main diagonal, where it equals 1. When m is even, applying a sequence of coupled row

and column operations reduces this matrix to the form:�
Dm�1;m�2 E

ET 0

�

where E = [e0; e1; : : : ; em�2]
T and

ei =

( Pi=2
`=0 a2` if i is even

ai if i is odd:

It is now apparent that B has rank m � 2 if
P(m�2)=2

i=0 a2i = 0 and rank m if
P(m�2)=2

i=0 a2i = 1. Thus, if an

even number of the coe�cients a0; a2; : : : ; am�2 are non-zero, then the PMEPR of the coset Q+ RM2(1;m)

is equal to at least 4. That the PMEPR is equal to exactly 4 in this case follows from Corollary 13. In the

case where Q has rank m, we obtain a trivial lower bound of 1 on the PMEPR of the coset.

Example 22: We take m = 4 and consider the quadratic form Q = x0x1 + x0x2 + x0x3 + x1x2 + x2x3 of

Figure 1. We can take k = 1 in Corollary 13, so the PMEPR of the coset Q + RM2(1; 4) is at most 4. The

above argument predicts that the rank of Q is 2 and that the PMEPR of Q+RM2(1; 4) is exactly 4.

When m is odd, a similar sequence of row and column operations reveals that Q has rank equal to m� 1,

and we obtain a lower bound of 2 for the PMEPR of the coset Q+RM(1;m). This should be compared with

the upper bound of 4 predicted by Corollary 13.

B. Lower Bounds on PMEPR for General Second Order Cosets

We apply a generalisation of the above argument to a general quadratic form Q of the type considered in

Lemma 14. We recall that Q can be obtained by applying a permutation � to the indices of variables in the

form QA;C of equation (13). In this case, the matrix B = U +UT can be transformed (using the permutation

��1 applied to rows and columns) to:

B
0 =

�
Zm�k A

AT C + CT

�

where Zm�k is the (m�k)� (m�k) matrix having zeros everywhere except on the two diagonals immediately

above and below the main diagonal, where it equals 1. We analyse the rank of B0.

Suppose �rst of all that m� k is odd. Then a sequence of coupled row and column operations reduces B0

to the matrix: �
Dm�k;m�k�1 E

ET C + CT

�

where E = (eij), 0 � i < m� k; 0 � j < k and

eij =

( Pi=2

`=0 a(2`)j if i is even

aij if i is odd:



22

A further sequence of row and column operations reduce this matrix to the form:2
664 Dm�k;m�k�1 0k�(m�k�2)

v

0(m�k�2)�k v
T C + CT

3
775

where v = (
P(m�k�1)=2

`=0 a(2`)0; : : : ;
P(m�k�1)=2

`=0 a(2`)(k�1)). From this it is apparent that the form Q is of rank

m� k � 1 if and only if v = 0 and C = 0 (the all-zero matrix). In this case, we obtain a lower bound of 2k+1

on the PMEPR of the coset Q+RM2(1;m) and Corollary 13 is tight. We have:

Theorem 23: Suppose m� k is odd, � is a permutation of f0; 1; : : : ;m� 1g,

Q =

m�k�2X
i=0

x�(i)x�(i+1) +

m�k�1X
i=0

k�1X
j=0

aijx�(i)x�(m�k+j)

and

(m�k�1)=2X
`=0

a(2`)j = 0; 0 � j < k:

Then the PMEPR of the coset Q+RM2(1;m) is equal to 2k+1.

In all other cases, the form Q has rank greater than m � k � 1 and we cannot prove that the bound of

Corollary 13 is tight by this approach. When m � k is even, a similar sequence of reductions reveals that Q

has rank at least m� k, and the largest lower bound on PMEPR that we can obtain by this approach is 2k,

less than the upper bound of 2k+1 predicted by Corollary 13.

In summary, for certain special quadratic forms Q, our rank-based approach can be used to show that

Corollary 13 gives the exact value of PMEPR for the coset Q+RM2(1;m).

VII. Conclusions and Open Problems

In this paper, we have shown how Golay complementary sets of polyphase sequences can be obtained from

cosets of RMq(1;m), the generalised �rst order Reed-Muller code. As a corollary, we obtained an upper bound

on PMEPR for second order cosets of this code which depends only on a parameter of the graph associated

with the coset.

We have used the graph theoretical approach and our bound on PMEPR to extend the range of coding

options for practical applications of OFDM. The codes enjoy high minimum distances, good rates (at least

for small numbers of carriers) and have e�cient encoding and decoding algorithms.

We close with a discussion of open problems suggested by this work.

Recall that Corollary 13 gave the `correct power of 2' bound on all but three second order cosets of RM2(1; 4).

The three recalcitrant cosets are those with forms

Q1 = x0x1 + x2x3; Q2 = x0x2 + x1x3; Q3 = x0x3 + x1x2;

and all have PMEPR less than 4. Interestingly, the corollary also gives the exact value of PMEPR for every

coset of RM4(1; 4) in ZRM4(1;m), except the cosets identi�ed by 2Q1; 2Q2 and 2Q3. In both cases, these

cosets have isomorphic graphs with the property that deleting a single vertex leads to a graph consisting of an

edge (i.e. a Hamiltonian path on two vertices) and a degree zero vertex. Other examples based on 5 vertices

have lead us to prove, using an extension of our techniques, an improved version of Theorem 12:

Theorem 24: Suppose Q : f0; 1gm ! Zq is a quadratic form in variables x0; x1; : : : ; xm�1. Suppose that

G(Q) contains a set of k distinct vertices labelled j0; j1; : : : ; jk�1 with the property that deleting those k

vertices and all their edges results in a path on m� k� 1 vertices and a single vertex of degree zero. Suppose

further that all edges in the original graph between the degree zero vertex and the k deleted vertices are labelled
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q=2. Let a be the label of either end vertex in the path (or either vertex of the graph when k = m� 2). Then

for any choice of g0; gi 2 Zq,(
Q+

m�1X
i=0

gixi + g
0 +

q

2

 
k�1X
�=0

d�xj� + dxa

!
: d; d� 2 f0; 1g

)

is a Golay complementary set of size 2k+1.

The improved theorem gives the correct power of 2 PMEPR bound for the cosets identi�ed by Q1; Q2 and

Q3, but there are still quadratic forms in 5 variables where it does not. One example is the form

x0x1 + x0x4 + x1x4 + x2x4 + x3x4

where the corresponding coset has PMEPR equal to 3.449, but the improved theorem gives a bound of only

8. Notice that deleting the single vertex labelled 4 gives a graph with a single edge and two degree 0 vertices:

so it is tempting to conjecture that a more general form of our theorem holds, in which deletion of k vertices

to produce a Hamiltonian path and any number of degree 0 vertices still gives Golay complementary sets of

size 2k+1. But Stinchcombe [35] has given examples of graphs on 6 and more vertices where the PMEPR is

too high for such a theorem to be true in general. What is the strongest possible generalisation of Theorem

12?

We have proved a lower bound on the PMEPR of second order cosets of RM2(1;m) that depends on the

rank of the quadratic form Q de�ning the coset. We used this as a tool to prove the tightness of Corollary 13

in certain cases. The bound also shows that Theorem 12 is sometimes best possible, in the sense that certain

sequences cannot lie in Golay complementary sets of smaller size than those constructed in the theorem. So

the bound is useful for establishing optimal results on complementary sets, as well as results on PMEPR of

OFDM codes formed from cosets of RM2(1;m). But we have already seen that the rank approach does not

(and indeed cannot) always give tight results. This can be for one or more of the following reasons:

� because the actual PMEPR of a coset Q + RM2(1;m) is not an exact power of 2 (for example, the cosetsPm�2
i=0 x�(i)x�(i+1) yielding length 2m Golay complementary pairs appear to be of this type when m is even).

� because, as we have already discussed in this section, Theorem 12 and Corollary 13 are not best possible

for many quadratic forms Q.

� because the rank approach is never strong enough (for example, when m� k is even, or if C is non-zero in

the analysis of Section VI-B).

Does examining instantaneous envelope power functions at times t 6= 0 help in some of these cases? It is

well worth pointing out that in the example cited in the �rst case above, the corresponding quaternary cosets

2
Pm�2

i=0 x�(i)x�(i+1) +RM4(1;m) 2 ZRM4(2;m) do have PMEPR exactly 2. A proof of this fact was given in

[5], by constructing codewords whose power at t = 0 is exactly 2m+1. Indeed [10, Table II] shows that, at least

for m = 4, moving to quaternary versions 2Q + RM4(1;m) of binary cosets Q + RM2(1;m) `regularises' the

PMEPR behaviour of cosets to be exact powers of two. Is there an analogue of our rank approach applicable

to the non-binary case, and in particular the quaternary case, which can be used to prove tight lower bounds

on PMEPRs of cosets in situations where our binary approach fails to do so? Such an approach may come

from a better understanding of the Lee weight distribution of second order cosets of RMq(1;m).

We have indicated how Theorem 12 and Corollary 13 explain much of the PMEPR behaviour of second

order cosets of RMq(1;m) and how improvements in our techniques might explain more. But it was observed

in [10] that there are 48 cosets of RM8(1; 4) in ZRM8(2; 4) having PMEPR exactly equal to 3. The work

in our paper cannot explain this behaviour, because we have only constructed Golay complementary sets of

size 2k+1, while the PMEPR value suggests that the codewords of these 48 cosets might lie in triples with

special correlation properties. But Golay triples cannot exist over Z8, essentially because no sum of three 8-th

roots of unity can equal 0. Nieswand and Wagner [28] have provided a partial explanation by exhibiting, for

each m > 2, a total of 2 �m! cosets of RM8(1;m) in ZRM8(2;m) each of which contains a codeword a whose

envelope power P (a)(t) satis�es P (a)(0) = 3 � 2m. In the cases m = 3 and m = 4 the 2 �m! cosets they have

identi�ed are precisely those whose maximum PMEPR is exactly 3. What other regularities appear in the

PMEPRs of cosets as we move to higher alphabets, and how can they be explained in general?
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m k1 = blog2 jGmjc k2 = blog2 jPmjc Encoded bits Code rate

5 0 5 11 0:344

6 2 8 17 0:266

7 4 11 23 0:180

8 6 14 29 0:113

9 7 17 34 0:066

10 8 20 39 0:038

TABLE I

Number of encoded bits and code rate for binary OFDM codes with PMEPR at most 4.



27

m Quaternary Octary

blog2 jGmjc Encoded bits Code rate blog2 jGmjc Encoded bits Code rate

3 2 11 0.688 5 18 0.750

4 5 18 0.563 8 26 0.542

5 7 24 0.375 11 34 0.354

6 9 31 0.242 14 43 0.219

7 11 38 0.148 17 52 0.135

8 13 45 0.088 20 61 0.079

9 15 52 0.051 23 70 0.046

10 17 59 0.029 26 79 0.026

TABLE II

Number of encoded bits and code rates for quaternary and octary OFDM codes with PMEPR at

most 4.
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m k1 = blog2 jGmjc k2 = blog2 jPmjc Encoded bits Code rate

7 3 11 22 0:172

8 7 14 30 0:117

9 10 17 37 0:072

10 13 20 44 0:043

TABLE III

Number of encoded bits and code rates for binary OFDM code with PMEPR at most 8.
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Fig. 1. The graph of the quadratic form x0x1 + x0x2 + x0x3 + x1x2 + x2x3:
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Fig. 2. The graph of the quadratic form QA;C


