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Abstract – The IEEE 1451.2 standard for interfaces to net-  
workable smart sensors and actuators introduced the notion
of a calibration Transducer Electronic Data Sheet (TEDS),
which contains the information needed by software for map-
ping between transducer-side values and physical unit val-
ues. When a calibration TEDS entry is created for a
transducer, a calibration model (the degree of the multinomi-
als and the placement of segment boundaries) must be cho-
sen. Calibration TEDS must fit into small memories, and
hardware floating point support is typically unavailable for
correction function evaluation, but uncertainty due to error
fitting the correction function must be minimized. This paper
considers the computing of TEDS memory consumption, the
number of floating point computations required for each
correction, and the uncertainty when the correction function
is a spline. It also describes a prototype tool that makes these
computations and graphs them in forms intended to be of use
in making calibration model design tradeoffs. The tool also
contains a facility for automatic selection of “best” designs.

I. INTRODUCTION

The recently approved IEEE 1451.2 standard for interfaces to
networkable smart sensors and actuators  [1] [2] [3] intro-
duced the notion of a Transducer Electronic Data Sheet
(TEDS).  A TEDS is a persistent memory that specifies one
or more transducers (sensors, actuators, or digital input or
output devices) and their triggering, signal conditioning, and
signal conversion.  The TEDS also describes the physical
units measured by each sensor and controlled by each actua-
tor, usually represented as a product of powers of SI base
units [4]. (Unit-less and digital data are also permitted.) The
TEDS is part of a Smart Transducer Interface Module
(STIM), which also contains analog-to-digital (A/D) or digi-
tal-to-analog (D/A) converters and triggering mechanisms. A
TEDS must remain physically associated with the unique set
of transducers it describes through its normal operating life.

The TEDS is read, written, and used by a Network Capable
Application Processor (NCAP).  The NCAP’s primary pur-
pose is to mediate between the STIM (whose interface is

computer network independent) and a particular network. An
NCAP can also perform some processing of values going to
or coming from the transducers (e.g., computing calibration
corrections and converting between values in metric units and
values coming from the D/As or going to the A/Ds). Figure 1
shows an accelerometer and its STIM and an NCAP for inter-
facing a STIM to 10BaseT Ethernet. Figure 2 illustrates the
relationships between the TEDS, transducers, NCAP, and
network.

It is desirable that the STIM and NCAP add little size or cost
to the transducer(s) they describe and interface. Single-chip
STIMs have been built [5]. TEDS memories are often small,
for example one or two kilobytes.  These size and cost con-
siderations also restrict the computing power available in the
NCAP.  Hardware floating point units, for example, will
often be unavailable, making floating point computation
slow.

One optional component of a TEDS is the calibration TEDS.
The calibration TEDS contains all of the information needed
by correction software, software for mapping between trans-
ducer-side values (A/D or D/A values received from or to be
applied to one transducer) and physical unit values repre-
sented in floating point. In other words, correction software
simultaneously performs calibration correction and conver-
sion to or from physical units. For example, a calibration
TEDS can specify how to convert a transducer-side value
from a pressure sensor and an already-corrected reading from
a thermocouple into a temperature-compensated pressure in
pascals [6].

A calibration TEDS entry for one transducer represents the
required functional relationship as a piecewise-multinomial
function. The range of each of the function’s input variables
is divided into one or more segments. Each of the resulting
cuboid-shaped cells is associated with a multinomial
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(see Figure 3), where the Xk variables represent the data from
a set of inputs (either transducer-side or corrected), and inte-
ger dimensions D(k) and floating point coefficients pjiC ,,, K
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and offsets Hk are recorded in the calibration TEDS. When a
calibration TEDS entry is created, values must be chosen for
the following parameters: the number of segments for each
input, the degree of the multinomials, and placement of seg-
ment boundaries. We call the choice of these parameters
calibration model design.

The manufacturer of the transducer and STIM is faced with a
seemingly simple question: which calibration model is best?
Extreme values of the parameters provide simple designs. But
each of these simple designs has a difficulty. For example,
the segments can be chosen to be equal to the discretization
levels of transducer-side values. The result is a lookup table.
Both floating point computation time for each correction and
approximation error are minimized, but a great deal of STIM
memory is consumed. Another naïve answer is to take the
most accurate fit. But this approach is likely to be expensive
in TEDS memory and in floating point computation, and the
multinomials are likely to be fitting noise in the calibration
measurements. Another simple choice is to have one large
cell and provide one high-degree multinomial correction
function. However, evaluation of high-degree polynomials
and multinomials leads to notorious numerical accuracy
problems, particularly with the single-precision coefficients
specified by IEEE 1451.2. High-degree multinomials are not
a good choice unless, as for some medical equipment, they
are required by regulation.

Transducer manufacturers have another consideration. The
same transducer design can be sold to customers with differ-
ing needs (e.g., cheap, fast, less accurate vs. expensive, slow,
more accurate) through a combination of
• Determining the performance of individual transducers
• Choosing values for various TEDS fields, including

choosing an appropriate calibration model design for
each market segment

Therefore, in order to make a good calibration model design
decision, one must be able take a set of measured calibration
data for a transducer and candidate values for the calibration
model design parameters and compute
1. Required TEDS memory
2. Number of floating point operations required for each

correction (which may be important because hardware
support for floating point is typically not available in the
NCAP)

3. Uncertainty in the output values due to noise in the cali-
bration measurements and from fitting the correction
function

These numbers can be compared across the different values
of the calibration model design parameters and an appropriate
calibration model design can be chosen. Reinhart [7] de-
scribes a calibration TEDS creation tool that provides infor-
mation about the third of these, through graphing fitting
residuals and estimating the residuals’ standard deviation.

Formulas for computing the calibration TEDS memory re-
quirements are given explicitly in the standard [1]. A formula
for the number of floating point operations per correction can
be found by examination of the multinomial evaluation code.

This paper shows how to make the uncertainty computation
when the piecewise-multinomial is a regression spline. It also
discusses a prototype tool that provides graphical aids for
selecting an appropriate calibration model design. The tool
also has an automatic design mode, where a “best” design is
chosen given lower and upper bounds on the design parame-
ters and functions representing constraints on and relative
preferences between the memory, floating point computation,
and uncertainty requirements.

II. FITTING AND UNCERTAINTY ANALYSIS

This section deals with the following two problems: given a
set of calibration data for a transducer, (a set of transducer
side values obtained through appropriate measurements) and
a calibration model design (multinomial order, selection of
segment boundaries)
1. Fit a correction function, i.e., find an appropriate set of

multinomial coefficients pjiC ,,, K  for each cell

2. Estimate the uncertainty induced by stochastic measure-
ment error and by fitting, expressed [8] as standard de-
viation or confidence intervals

Although not required by the standard [1], the correction
function should be continuous and smooth even at cell
boundaries. One way to achieve this is to fit using splines [9]
(one-dimensional case) or tensor-product splines (multi-
dimensional case). For ease of presentation, the rest of this
section will deal with the one-dimensional case. The exten-
sion to tensor-product splines is straightforward. Previous
uses of splines to describe correction functions for particular
sensors or actuators include [10] [11] [12]. (The spline lit-
erature uses the term “knot” to describe a generalization of
the notion of segment boundary.  We will continue to use the
term “segment boundary” in this paper.)

Splines are the subject of a large and beautiful theory. How-
ever, we use only a few of their properties, from [9] chap. IX:
• A spline is a piecewise polynomial function. Each piece

has the same degree d.
• The set of degree d splines that are everywhere d-1 times

continuously differentiable and that have a given set of
segment boundaries forms a finite-dimensional vector
space. There is a simple, fast algorithm for computing a
basis },...,1|)({ mixBi =  of the vector space.

• There exists another simple, fast algorithm to compute
the coefficients pjiC ,,, K given a point in that vector space.

Assume without loss of generality that a calibration correc-
tion function is to be fitted for a sensor, rather than an actua-
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tor. The physical values Y are to be functionally related to
transducer-side values X, but the functional relationship is
contaminated with noise:
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The normal equations give the least-squares estimate
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variance 2σ , we have a simplified variance expression
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The uncertainty arising from the fitting process1 can be stated
as the maximum standard deviation

               }))(var({supmax zYz=σ                        (1)

where z ranges across the usable range of the transducer. The
variance of the correction function, ))(var( zY , is a smooth

function of z. However, it has many local maxima, making
problematic the employment of iterative numeric methods to
perform the maximization in (1). In practice, maxσ  can be

approximated by computing ))(var( zY  on a finite grid of

                                                          
1 maxσ  is not the total uncertainty in measurements taken

with the sensor, because it does not account for systematic
errors in the calibration measurements.

values for z, for example those corresponding to the discreti-
zation levels of the A/D or D/A connected to the transducer.

Finally, assume that ε is normally distributed in addition to
i.i.d. Then the p-percent confidence interval at a point z is

       ))(var(),200/()( 1 zYdfptzY −± ,               (2)

where 1−t  is the inverse of the cumulative distribution func-
tion of Student’s T distribution with df = size(data)-
size(parameters) = n-m degrees of freedom.

III. CALIBRATION MODEL DESIGN TOOL

We have developed a prototype tool to assist in choosing a
calibration TEDS model design. The tool is able to read a file
containing calibration measurements X

~ and Y~ .  Currently,
only one- and two-dimensional inputs are allowed. That is,
the tool can be used to generate piecewise polynomials and
binomials. The current implementation uses segments of
uniform length. It provides both graphical aids and an auto-
matic optimization aid for choosing a calibration model de-
sign. Once a calibration model design is chosen, the tool is
capable of writing out a text file containing the entries to
insert into the calibration TEDS.

The graphical aids available are illustrated by example graphs
obtained from a single, typical set of calibration measure-
ments, from a gas flow rate sensor.

One set of graphical aids shows the TEDS memory require-
ment, floating point operations requirement, and maxσ  (or

any two of them) for a set of possible choices of the model
design parameters. The user chooses lower and upper bounds
on the polynomial degree. Points representing the possible
design parameter choices are plotted on axes of memory and
floating point requirement and maxσ . Each point has a nu-

meric label. Accompanying textual output maps each nu-
meric label to a particular selection of design parameter
values. This plot is useful if one design parameter is con-
strained and another is to be optimized.

For example, it might be desired to find the design that yields
the lowest maxσ  when only a certain number of bytes is

available in which the store the calibration TEDS. An exam-
ple of a plot that can be used to solve this problem is shown
in Figure 4. Suppose that 256 bytes are available for the cali-
bration TEDS. Then design 75 has the lowest maxσ  among

the designs requiring less than 256 bytes. The maxσ  axis is

logarithmic rather than linear for two reasons:
• to provide easier visual comparison of two designs that

both have their respective maxσ  close to the minimum,

and
• to provide easier visual detection of over-fitting (when

maxσ  ceases to decrease monotonically with increasing
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degree or number of segments, noise in the measure-
ments is probably being fitted).

The tool also provides plots of the number of segments vs.
memory, floating point operation requirement, or maxσ . This

may be useful when the polynomial degree is known from
some a priori consideration.

In addition to the graphical aids, the prototype tool provides a
simple yet powerful design optimization facility that chooses
a “best” design based on cost functions (functions on mem-
ory, on floating point operations, and on maxσ ). The design

optimization facility is similar to that described in [13], used
in the design of printed circuit boards. Let cm(x) be the cost
of x bytes calibration TEDS memory. Let cf(x) be the cost of
requiring x floating point operations per conversion. Let ce(x)
be the cost of having maxσ = x. The design optimization

facility minimizes the total cost function cm(x)+cf(x)+ce(x).

In addition to indicating preference, the cost functions can
also express hard constraints through floating point infinities,
now available on virtually all computers and virtually all
software floating point packages. For example, if calibration
TEDS memory is limited to b bytes, then set









>∞
≤

=
bx

bx
xcm

 if 

 if 0
)( .                              (3)

If any of memory, floating point operations, or maxσ  does

not matter in a particular situation, then the corresponding
cost function can be set to equal zero everywhere.

In the current implementation, the cost functions are arbitrary
bodies of code whose names are passed to the optimization
routine. The optimization routine makes no assumptions
about the cost functions.  For example, (3) shows that dis-
continuous and infinite-valued cost functions are useful.
Therefore, all possible designs are evaluated to find the one
with minimum cost. At first glance, it might seem that evalu-
ating all possible designs would require a prohibitive amount
of computer time. However, this is not the case, because the
number of polynomial orders that must be considered is
small. The polynomial order should be limited to at most
three or perhaps four because of inaccuracy in evaluating
high-degree polynomials. This limitation is especially im-
portant with the single-precision coefficients specified by
1451.2. Furthermore, the number of segments must be less
than the number of measurements. Therefore, the number of
possible designs grows only linearly with the number of
measurements.

Note that if the cost functions were restricted to being
monotone non-decreasing then a branch and bound algorithm
could be used to lessen the number of designs that need to be
evaluated in order to find the optimal one.

Once a calibration model design is chosen, whether graphi-
cally or using the design optimization facility, it should be

inspected for goodness of fit.  The tool provides a group of
plots, shown simultaneously, for this purpose (Figure 5).
One plot shows the measured data and fitted correction func-
tion. The second plot shows the residual (difference between
measured values and predictions from the correction func-
tion) and the 95% confidence interval computed using equa-
tion (2). Since the computation of the confidence interval
assumes that the residual is normally distributed, the third
plot is provided. It is a diagnostic plot for determining
whether or not residual is approximately normally distrib-
uted. In this third plot, if the residual is approximately nor-
mally distributed then the points representing the residual
will be approximately arranged straight-line [14].

IV. CONCLUSIONS

The IEEE 1451.2 calibration TEDS offers transducer manu-
facturers new opportunities and new challenges. Among the
challenges is selecting appropriate calibration models for
each sensor or sensor design. The selection is complicated
because the resulting correction functions must be described
in a limited amount of memory and are typically evaluated on
embedded processors without hardware floating point. We
have described a tool that provides graphical and design
optimization aids for selecting an appropriate calibration
model design for a particular transducer and its intended use.

The current implementation of the tool uses cardinal splines,
splines with equally-spaced segment boundaries. The tool
could be improved through the use of a heuristic (there are
many in the spline literature) for placing segment boundaries
so that a better fit than that of a cardinal spline is obtained for
the same number of segments.
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Figure 1:  A STIM and an NCAP. (a) An accelerometer and its STIM. (b) An NCAP that interfaces a STIM to 10BaseT
Ethernet. Horizontal dimension is about 10 cm. The circular part of the board can be cut out, creating an even smaller
NCAP.
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Figure 3: A correction function represented by a piecewise multinomial.
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Figure 4: Parametric plot of maximum standard deviation vs. memory requirement for a number of calibration model
designs.  Numbers labeling points refer to design parameter values given in a separate textual listing. Shown are all
possible designs using evenly-spaced segment boundaries and quadratic, linear, or constant splines.
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Figure 5: Plot of correction function corresponding to calibration design 75 in Figure 4. Left side: correction function
and measurements. Upper right: fitting residual and 95% confidence interval. Lower right: plot for verifying whether
residual is normally distributed.




