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In part | [1] of this paper, we studied the problem of
allocating resources in shared single hub 802.12
networks. We described the packet scheduling model
and defined the admission control conditions which
enable the network to provide deterministic service
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confirm the theoretical results received for network
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Abstract Mbit/s LAN. Data packets are transmitted using either 802.3
or 802.5 frame formats. The MAC protocol is called
In part | [1] of this paper, we studied the problem of allocat- Demand Priority. Its main characteristics in respect to Qual-
ing resources in shared single hub 802.12 networks. Weity of Service (QoS) are the support of two service priority
described the packet scheduling model and defined thdevels (normal- and high priority) and the service order: data
admission control conditions which enable the network to packets from all network nodes are served using a simple
provide deterministic service guarantees. In this paper, weround robin algorithm.
analyse cascaded (multi-hub) 802.12 topologies. We derive In part | of this paper, we analysed the single hub
the relevant network parameters and show that the admis-(repeater) 802.12 network topology. The medium access is
sion control conditions defined in part | also apply to cas- centralized and controlled by the hub. In contrast, cascaded
caded topologies when used with these parametersnetworks consist of a number of hubs which are connected
Experimental results were achieved with a UNIX kernel in a rooted tree like network structure. Each hub in the
based implementation in cascaded test networks. These corshared network can have many links which either connect to
firm the theoretical results received for network parameters, a lower level hub or to an end-node. Cascaded topologies

throughput and end-to-end delay. may thus potentially incorporate hundreds of network nodes
and may have a physical extension of many hundred meters.
1 Introduction The remainder of this paper is organized as follows. Sec-

tion 2 briefly reviews the scheduling model and the admis-

To support end-to-end service guarantees through the Intersion control conditions derived in part I. In section 3, we
net, mechanisms which enable these guarantees must als!mmarize the operation of the Demand Priority protocol in
be introduced in switched/bridged LANs. There is however cascaded topologies and discuss whether this affects the
no standard mechanism for providing service guaranteesservice properties. The details of the protocol operation are
across existing LANs such as 802.3 Ethernet, 802.5 Tokerflescribed in Appendix A.1 and A.2 when we analyse the
Ring, or 802.12 Demand Priority. This is because the Worst case Demand Priority per-packet overhead and the
medium access mechanisms of these technologies differime it takes to pre-empt the normal priority service in cas-
Another factor to be considered is the bridged LAN topol- caded topologies. In section 4, we discuss the worst case
ogy which can include shared, half-duplex- or full-duplex network performance and show how this is adapted by the
switched links. The packet scheduling and the admission@dmission control conditions. We further compare the theo-
control conditions which are required for supporting retical results achieved for the data throughput and the end-
advanced services will thus typically be technology specific, to-end delay with the results measured in our test network.
sometimes even topology dependent, and must be define®ection 4 further discusses resource utilization issues and
separately for each LAN technology. describes how network resources are partitioned. In section

The IETF Integrated Services over Specific Link Layers 5, we briefly evaluate our allocation scheme in respect to
(ISSLL) working group was chartered with the purpose of COStS and performance. Sectio_n 6 di_scusses related work.
exploring the mechanisms required for various link layer Our conclusions are presented in section 7.
technologies. References [2] and [3] describe the framework

and the priority mapping required for supporting Integrated 2 Scheduling Model and Admission

Services e.g. the Controlled Load [4] or the Guaranteed [5] o _ .
service across shared and switched IEEE 802 LAN technol- Control Conditions - a Review of Part |

ogies. Our work fits into this framework.

This paper investigates the allocation of resources in cas2.1 The Scheduling Model
caded 802.12 networks. It focuses on the support of deter
ministic service guarantees as required for a Guarantee
service. IEEE 802.12 [6] is a standard for a shared 100

n 802.12 networks, each node maintains two link level out-
ut queues: one for normal- and one for high-priority traffic.
In our system we added link level rate regulators to control



the access to the high priority queue on a per-flow basis or2. It takes advantage of the round-robin service policy,

each network node. Figure 1 shows the structure of the syswhich allows us to calculate a delay bound for each individ-

tem for a single hub network. ual node that can be considerably lower than the overall
All traffic is classified at the link layer e.g. in the 802.12 time frame.

device driver. Best-effort data packets are immediately In Theorem 1 and Theorem 2, we use the traffic con-

passed to the normal priority output queue. High priority straint functionb'(At) defined in part | for a flow , where:

traffic is rate controlled and passed into the high priority

queue. The shared medium access in 802.12 networks is (At <8 +rAt+riT (2.1.1)

deterministic. All output queues are served in round-robin

order. This is based on the exchange of link control signalss .41 are the token bucket depth and the token genera-

between network nodes and hubs. The 802.12 priority o rate of flowi ‘s rate regulator - which is an implementa-

mechanism ensures that, after the normal priority Service isjon o 4 Jeaky bucket filter [7].b(At)  describes the

pre-empted, all high priority packets have strict priority over amount of data which can leave the rate regulator within the

packets with normal priority. time interval At . In both Theorems is equivalent to
b'(TF) , whereTF is the length of the time frame.

Flowiz 12 . n = 12 n The parameterT in equation 2.1.1 denotes the timer
Rate Regulators HHHH Ty granularity of the rate regulator. It was considered because
\\V/ \\W the clock used in our implementation is granular (1ms).
Nodek= 1 ) 3 m For each flowi , we further use the packet cquuit It
Output Queues HH HH HH — HH denotes the maximumumber of packetwhich are sent by
C \\ > D) flow i within the time frameTF . The packet counts are
Round.Rabin Service \H used tq b_ound the total Demand Pnonty_per-pagket over-
ub head withinTF . In part |, we proposed a simple Time Win-
High Priority Data Path: ~ — dow measurement algorithm for estimatipgnt. It is
Normal Priority Data Path: — h . . . .
based on the assumption that the application’s packetization

process does not change over time. For the applications
tested e.gvic, vat, ny, MMC [8], [9] and theOptiVision
The allocation scheme proposed in part | is based on a timelPEG Communication Systg@b], we found that the algo-
frame concept and is built on top of the 802.12 high priority rithm was able to find an accurate upper bound without
access mechanism. Admission control is applied to provideimpairing the deterministic service guarantees.
deterministic service guarantees. Key design constrains In the following, we further use the temaal-time flow
were the variable throughput in 802.12 networks and thefor flows using the 802.12 high priority access mechanism.
fact that hubs are not able to identify and isolate single
flows. The variable data throughput is caused by the2 2 The Bandwidth Test
Demand Priority signalling overhead. This overhead has a
significant impact on the performance if small sized data Theorem 1 Consider an 802.12 network witim  nodes,
packets are used for the data transmission and, dependinghere each node has real-time flows, which are already
on the packet size and the network topology, substantially@dmitted. Assume a time frameT# , a link speed, of
reduces the data throughput on the network. In part I, weand that the packet count for flow on nade pisig
identified two parameters which can be used to describe thigurther et Py, be the minimum link packet size and
overhead: (1) the normal priority service interrupt timg ~, Dit be the t0|ool_og_y SpeCIf]C worst-case per-packet ovgrhead
and (2) the per-packet overheay, D, represents thednd normal priority service interrupt time, respectively.
minimum network resources that must be left unallocated atASsume also, that all flows are rate regulated and that the
the beginning of each allocation time-frame. The per-packetinPut traffic passed into the output queue obeys the traffic
overheadD,, reflects the available network capacity. It constraint functiorb forall ‘s and all intervafsF . Suffi-
describes the worst case signalling overhead which iscient bandwidth for the new flow — with  is available if
required for the transmission of a single data packet across MmN MmN
the network. Both parameterd; al are fixed for a o1 i i
given 802.12 network topology.t o v Bt Clkzlizlbk kzlzlpcmkmpp

The admission control consists of two parts: a bandwidth b"< 1 Dpp 2.2.1)
test and a delay bound test. The bandwidth test defined in 6‘|+p
Theorem 1 proves that the network has sufficient spare
bandwidth to support the new request. The theorem checkd he proof can be found in part I. The rather complicated
that all data from all end-nodes can be transmitted within Structure of Theorem 1 is caused by considering the
the time frame. The delay bound test is defined in TheoremDemand Priority per-packet overheagl,

Figure 1. The Packet Scheduling Model.

min



2.3 The Delay Bound Test N hub, but never devel-(N+1) hub. The single hub net-
) . work discussed in part | of this paper can thus be classified
Theorem 2 Consider an 802.12 network with - nodes, 55| evel-1 cascaded topology. With a UTP physical layer,
where each nod& has real-time flows. Assume a linkgascaded networks with topologies of up to Level-5 are sup-
speed oC; and that the packet count for flow onrode e by the standard. The maximum cable length between
is peni. Further letPya, be the maximum link packet size gng.nodes and hubs is 200 m in these topologies. Networks
and Dy , Dy be the topology specific worst-case per-packet,yit, 4 high cascading level, e.g. Level-4 and Level-5 topol-
overhead and normal priority service interrupt time, respec- ogies, are however only required in cases when the physical
tively. If Theorem 1 applies, and if all flows are rate regu- o tension of the network need to be enhahcBealistic
lated and the input traffic passed into the output queuespenyork sizes can already be achieved using Level-2 or
Pbeys the traffic constraint fqnctldﬁ for all ‘s and a!l Level-3 topologies. A Level-2 topology consisting of 32 x
intervals TF , then the queuing delay ~ for node IS 35 port hubs (1 Root-, and 31 Level-2 hubs) for example
bounded by: could incorporate a maximum of 31 x 31 = 961 end-nodes.
The 32nd port of all Level-2 hubs is the Up-link. This

i ﬁ’”“%ﬁ el ii@ PmaX+MIN§§ ) n pcntiEED E ) should be sufficient to satisfy any requirement for a single
£ 0 £ Pmag © 0 . in~ Py shared network.
j=1zk =1 i=1 O=1 i=1 u] u]
nooon 3.1 The Demand Priority Protocol Operation
Ci Z by + z peny (D +D; < ds TF (2.3.1) . . .
&4 PP In the single hub topology, the shared medium access is

entirely controlled by the one hub in the network. Nodes
wishing to transmit a data packets first signal a service
request (or demand) to the hub. Each request is labelled with
. ) either normal- or high priority. The hub processes all
3 IEEE 802.12 in Cascaded Topologies  requests in round-robin order. High priority requests are
_ ) ) ) served first. When a node is selected for transmission, the
The cascading mechanism was introduced in 802.12 tonyp acknowledges the request by sending a Grant signal.
allow enlargements of network size and extension. Figure 2Thjs permits the transmission of one packet. After detecting
shows potential topologies. THeoot, or Level-1hub is  the Grant, the selected node starts sending its packet to the
located at the top of the topology tree. All hubs directly con- yyp which then forwards the packet to its destination. Fur-
nected to the Root hub are callegvel-2hubs. These may  ther details can be found in [10] or [1].
themselves have many links to end-nodes or lower level 1o control the shared medium access in large rooted tree
hubs, which are then denotedvel-3hubs, and so on for topologies with many hubs, the basic Demand Priority pro-
larger hierarchies. All hubs, except the Root hub, have a sintoco| was extended. A mechanism was introduced to allow
gle link which connects them to the next upper hub in the the distributed operation of the algorithm. As in the single
hlerarchy. This link is called thdp Link of the hub. Links hub topology, there is however always only one hub in con-
connecting lower level hubs or end-nodes are caledn trol of the network. Using MAC signalling mechanisms, the
Links Each hub may thus have many Down links but has network control is then passed from hub to hub in the net-
never more than one Up link. work, such that all nodes are collectively served in a single
shared round-robin domain.

The proof of Theorem 2 can also be found in part I.

The following basic algorithm is carried out: whenever
the cascaded network is idle then the network control is at
the Root hub. End-nodes wishing to transmit a data packet
first signal their service request to the hub to which they are
DouoU (b) Level-2 Topology. connected to (their local hub), just as described for the sin-
() Level-1 Topology gle hub case. To serve this request, the local hub must first
D/ acquire the network control. If the hub is not the Root hub,
Hub/Repeater: [ [Leverd] [Levers] [Leverd] then the request is passed on through the Up link to the next
Node: 4 upper hub, and so on until it reaches the Root hub.
(c) Level-3 Topology. Following the basic Demand Priority protocol, the Root
hub serves all requests in round-robin order. It can distin-
Figure 2. Cascaded 802.12 Network Topologies. guish whether a request was received from a directly con-

The cascading level is used to classify the resulting topolo-

gies. ALevel-N Cascaded Topologypnsists of at least 1 Fiber optic links could also be used when long distances are to be
hubs. It always includes one Level-1- and at least one Level- crossed.




nected end-node, or from a lower Level-1 hub. WheneverTheorem 2. The measured results were collected using the
the service request from a lower Level-1 hub is granted thenimplementation described in [1]. The test network differed
the Root hub passes the network control down to that hubin respect to the number of computers and hubs used. We
Having the network control enables the Level-1 hub to servefurther varied the cable length according to the requirements
one request from all end-nodes connected to it. If required,and the constraints of each test.

then the network control is further passed down to a lower

Level-2 hub, and so on, so that requests from end-nodes a4.1 The Allocation Limit

the leaves of the topology tree can be served. , .
The network control is returned after a hub has once e first discuss the worst case network performance and

served a request from all downstream end-nodes and hubsShow how this affects the resource allocation limit. For this,
Note that the control is only passed down on request. It isW& measured the maximum throughput on standard cas-
never given to a lower level hub that does not have a pend_caded 802.12 networks versus the packet size used for the

ing service request. datg transmission. The_ same test was already performed for
The two priority level are also supported in cascaded & single hub topology in part I. Here, we however used test

topologies. If the Root hub receives a high-priority request "€tWorks Wi‘th a Level-2, Level-3 and a Level-4 topology.
while a lower level hub is in the process of servicing low- This was to: (1) show the impact of the cascading level on

priority requests, then the Root hub can effectively interrupt "€ network performance, and (2) to experimental confirm
the lower level hub in order to serve the high priority request tN€ @pplicability of Theorem 1 for cascaded networks when

first. This is based on the use of a special MAC control sig-c0mpined with the results from Appendix A.1.

nal. After the network has processed all high priority The performance of the ITeveI-2 topology was measured
requests, it resumes the normal priority service at the pointf'rSt- The test network cpns[sted of one Root hub and three
in the network, at which it was interrupted. This ensures thatLeVEl'2 hubs as shown in Figure 2 (b). We used three com-

fairness is maintained, even in large networks with many puters which we called Traffic Clients to generate multicast
hubs. ’ traffic with a packet size ranging from 512 bits (64 bytes) to

12000 bits (1500 bytes). Another computer which we called
the Controller was used to: (1) control the packet sizes used
by the Traffic Clients, and (2) to measure the throughput.
The distributed operation of the Demand Priority protocol All computers were HP 9000/700 workstations which used
ensures that the service properties, in particular: the packethe HP-UX 9.05 operating system and standard EISA
service order, the priority access mechanism and the fair-802.12 interface cards.
ness, which we observed in single hub networks are also Each Traffic Client was connected to one of the three
maintained in cascaded topologies. This is most importantLevel-2 hubs. This caused the maximum signalling over-
for our allocation scheme since it enables us to use the samkead for this topology because the network control had to be
scheduling model and the same admission control condi-passed on to another Level-2 hub for each data packet. All
tions, as defined for the single hub network, also for higherthree Level-2 hubs in the test network were linked to the
cascaded topologies. Root hub. The Controller measured the data throughput by
Networks with a different cascading level however differ periodically reading the MIB counters [11] from the man-
in respect to the network performance. This is considered inaged Root hub. This used SNMPet-Requesimessages
the admission control by using cascading level specific val-[12]. The incremental step of the packet size was 4 bytes,
ues for the Demand Priority per-packet overhead and thethe measurement time interval was 30 seconds. The links
normal priority service interrupt time. Both parameters sig- between the Traffic Clients and the hubs and between the
nificantly increase in higher cascaded topologies. Theoremhubs themselves consisted of 100 m Category 3 UTP cable.
1 and Theorem 2 thus differ by the cascading level specificThe Controller was directly connected to the Root hub via a
values to be used for the per-packet overhead and the intels m cable of the same type.
rupt time, when applied to different network topologies. @ We then repeated the experiment in a Level-3 and a
Table 5 and Table 6 in Appendix A.1 and A.2 provide the Level-4 cascaded network. This used the same setup and the

3.2 Service Properties

numerical results for these parameters. same UTP cabling. The Level-3 topology consisted of one

Root hub, three Level-2- and three Level-3 hubs. Each Traf-

4 Resource Allocation in fic Client was connected to a Level-3 hub, which itself had
. an Up link to one of the Level-2 hubs. All Level-2 hubs

Cascaded TOpOIOgleS were connected to the Root hub creating a symmetric topol-

ogy tree with the Root hub as the only branch point. The
hieved for th K th h he all ion limi evel-4 cascaded topology differed from the Level-3 topol-
achieved for the network throughput, the allocation limit ogy by three additional Level-4 hubs, which were inserted

_?_?]d ttrr:e ent(_:i-ttla—endltdelay n cascatdzd n_etw_lcz;]k t0p0|°19'e8(£etween the Traffic Clients and the Level-3 hubs. The meas-
€ theoretical resufts were computed using theorem L and, e mant results for all three topologies are shown in



Figure 3. For comparison, we also added the result for theDpp = 21.45us, and (4) a normal priority service interrupt
single hub network. time of D; = 0. The third curve in Figure 4 is the alloca-
The results in Figure 3 show that the network throughputtion limit up to which resources can be allocated. It differs
significantly decreases in higher cascaded topologies. Thifrom the theoretical throughput such that the computation
is caused by the extensive signalling which is required toadditionally considered the interrupt time for the Level-2
control the shared medium access in high cascaded topolotopology, whereD;; = 554.11us . As in the single hub case,
gies. One can observe a maximum performance differencahe computation of both graphs assumed a non-bursty flow
of over 30 Mbit/s in the graphs for the Level-1 and the and a timer granularity of = 0 to show the accuracy of
Level-4 topology. These are the costs for having (1) a largerthe admission control.
network size and (2) a wider physical network extension. Two observations can be made in Figure 4: (1) the meas-
The results in Figure 3 also suggests that cascaded networksred throughput is always higher than the computed worst
should be built in rich, flat topologies. case result, and (2) the computed and the measured results
The throughput further substantially decreases in all match closely. This was also found for the single hub net-
topologies when only small sized packets become used fowork. The results in Figure 4 however do not match as accu-
the data transmission. This dependency was alreadyrately as the results received for the single hub network. The
observed in the single hub network and discussed in detailifference between the measured and the computed data
in part | of this paper. The maximum throughput measuredthroughput is caused by the worst case character of the per-
in a Level-4 topology for e.g. data packets of 100 bytes is aspacket overhead,, . This overhead is computed by adding

low as 18 Mbit/s. up the worst case delay of all network elements along the
data path. In reality however, simultaneous worst case con-

100 ditions at all layers of the network stack e.g. at the MAC,
% R PMI, PMD, and PHY are rarely met, so that data packets on

80

average are forwarded faster than described by the worst
case transmission model. For the 100 m Category 3 UTP
- s cables used in our tests for example, we measured a propa-
o gation delay of about 480 ns using an oscilloscope. The
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Throughput in Mbit/s

s L-1 Topol , | =100m —— .
30 [ t;ZTgﬁg: Qg;: S199m standard however allows a maximum delay of 570 ns.
/i L-4 Topology, | = 1001
20 “
10
100
o dat_CMB1
o 2000 4000 6000 8000 10000 12000 90
Packet Sizein bits 50 i/—’jfjf:"'”/_'/':
Figure 3. Measured Worst Case Throughput in Cascaded @ 70
802.12 Networks using a UTP Physical Layer. 5 60
‘é 50
Note that all results in Figure 3 were achieved in a setup thatg 4«
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cussed in Appendix A.1. In realistic networks however, uni-
cast and multicast are used. Servers and bridges are directly Figure 4. Comparison: Measured Throughput and
. Computed Allocation Limit in a Level-2 Cascaded

connected to the Root hub. This reduces the overhead. Hubs 802.12 Network using 100 m UTP Cabling.
can further serve requests from several end-nodes before
passing on the network control, which further decreases the~or the single hub network, we still receive most accurate
signalling requirements. In real networks, we will therefore results because the data path between any two nodes only
on average observe a much higher network performancencluded two UTP links and one repeating hub. Higher cas-
than shown e.g. in Figure 3 for the Level-4 topology. caded topologies however have a longer maximum data

Figure 4 shows the comparison between the measuregath. Our Level-2 test network for example connected any
throughput, the theoretical worst case throughput and thetwo end-nodes via a chain that included 4 links and 3
maximum allocation limit for a Level-2 cascaded network. repeating hubs. The differences in the delay between the
The upper curve in Figure 4 is the measured throughput asnodel and the reality add up along the longer data path and
shown in Figure 3 for this topology. The second curve is thethus decrease the accuracy between the measured and the
computed worst case throughput. It was computed assumeomputed throughput in higher cascaded topologies.
ing: (1) there is only one active flow, (2) a time frame of  The difference between the computed throughput and the
TF = 20 ms, (3) a Level-2 cascaded topology with 100 m allocation limit in Figure 4 has also become larger when
UTP cabling represented in a per-packet overhead ofcompared with the results received for the single hub net-



work. This is caused by the normal priority service interrupt of high priority flows can be admitted while also guarantee-
time, which also increases in higher cascaded topologiesing a certain resource share for the total best effort traffic.
The difference further depends on the length of the time

frame. Smaller time frames reduce the maximum delay4.2 Delay Issues

bound, but also decrease the maximum allocation limit ) ] ] ) ) )
since the interrupt time must be left unallocated in each timelN this section we first discuss experimental results received

frame. This however seems to be acceptable since a networf®" the interrupt time in cascaded 802.12 networks. These
manager will rarely allow a resource allocation up to the Were measured in order to confirm the theoretical analysis

computed throughput. Instead, managers will restrict theP€rformed in Appendix A.2. For several test applications,
use of the high priority access mechanism in order to guar-We then compare the worst case delay bound, which is pro-
antee that normal-priority traffic does not starve. This is dis- vided by the admission .control,.wnh the maximum delay
cussed in section 3.4. measured for these applications in our test network.

Figure 5 contains the results for the Level-3 cascaded net- W& however refer to part | for a discussion of the basic
work. This is to show how the gaps between the three curve$02-12 delay characteristics caused by the priority access
further increases in the Level-3 topology. The measured@nd the round robin service policy. Since the Demand Prior-
throughput is identical to the graph shown in Figure 3 for ity service properties are retained in cascaded networks, the

this topology. The theoretical throughput and the allocation geljeral results received for the single hub network are a_lso
limit were computed using a per-packet overhead of valid in cascaded networks, even though the exact numerical

Dpp = 32.7%s and a normal priority service interrupt time results would be different in higher cascaded topologies.

of Dy = 878.0us. The computation was made under the
same basic assumptions as considered for the Level-1 andhe Measurement Setup

Level-2 topology. To measure the end-to-end delay in cascaded networks, we
used the same measurement methodology as for the single
100 hub case. We only changed the network topology and the
© cable length. Figure 6 shows the setup for the Level-2 test
. — eI network.
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Figure 5. Comparison: Measured Throughput and H_Ih Priority] High Priority| Measuremenlt
Computed Allocation Limit in a Level-3 Cascaded Traffic Client Traffic Client

802.12 Network using 100 m UTP Cabling.

The results for the Level-4 topology further confirm the Figure 6. Setup for Measuring Delay in a
behaviour observed for the Level-2- and the Level-3 topol- Level-2 Cascaded 802.12 Network.
ogy. They are however omitted in this paper. I K hich

The important result of this section is that Theorem 1 pro-A ”meahsurements were tal'en by ;:]1 computer which we
vides sufficiently accurate results for the minimum data c@lled the Measurimefnthment. It had two 802.12 LAN
throughput in all cascaded topologies such that the actually?daPter clards,hea(;] of them wa? connected :/la_a lseparate
available network capacity is always slightly higher than the YTP cable to the hub. One interface was exclusively used
computed result. This confirms our network model and the fOr Sending data, the second one was used for receiving. All
results received for the Demand Priority per-packet over-data packets generated by the Measurement Client were
head in Appendix A.1. The results further justify the need addressed to a pre-defined multicast group which was joined

for an accurate analysis of the per-packet overhead. Les¥/ith the receive interface. By using the same computer for
accurate bounds for the delay in basic network elements like®6nding and receiving test packets, we could use the same
repeating hubs or connecting links will have a large impact ¢/0Ck for determining the start and finish time of each meas-
on the theoretical results for high cascaded topologies sincé/fément. ?"s ar\]/0|ded timing discrepancies that Wo“'g have
these topologies have many hubs and links in the data patfPccurred if we had used two separate computers. T eht_'”r:e
Accuracy however ensures that the allocation system hadVaS measured using PA-RISC register CR16 [13], whic

enough resources to manage, such that a sufficient numbdirovides a 10 ns tick on a 100 MHz HP 700 workstation.
This ensured a high accuracy of the time-stamps.



The measured delayt s the link layer end-to-end delay.son, added the results achieved in the single hub network
It includes: (1) the time for transferring the packet from ker- (the Level-1 cascaded topology). All measured delays are
nel memory to the sending LAN adapter card, (2) the queue-bounded. For each topology, the time difference between
ing and network transmission time, (3) the time for the corresponding maximum- and minimum delay is the
transferring the packet from the receiving LAN adapter card time it takes to interrupt the normal priority data transmis-
back into the kernel memory, and (4) the time caused by thesion within that topology§;, ).
interrupt processing and the context switch. We refer to part The minimum delay in a single hub network is about 300
| for a discussion of the operating system overhead causedis. This slightly increases in higher cascaded topologies
by the DMA-, the interrupt process and the context switch. due to the data transmission and signalling across a longer

We further used Traffic Clients to impose high- and nor- data path, which e.g. included 7 repeating hubs and 8 links
mal (low) priority cross traffic. We called these High- or in the Level-4 cascaded test network. We measured a mini-
Low-Priority Traffic Clients according to the priority of the mum delay of about 33fs for the Level-4 topology. The
traffic they generated. These are the same computers as usaetbaximum delay observed in the single hub network is about
for the throughput tests described in the previous section570 us . It is caused by the transmission of two normal pri-
All packets generated had a length of 1500 bytes to showority data packets which become served before the normal
the worst case effect. priority service can be interrupted. For each higher cascad-

All High- and Low Priority Traffic Clients were con- ing level, two additional normal priority data packets are
nected to Level-2 hubs as shown in Figure 6. The setup forserved. This is analysed in detail in Appendix A.2.
higher level cascaded topologies differed such that for each
new levelN, three additionalLevel-N hubs were inserted 2000
between all Clients and theevel-N-1hubs. The Measure- 1600 ted-
ment- and the Traffic Clients were thus always only con- “
nected to Level-N hubs. This enforced a maximum
signalling overhead and a maximum data path for all test
packets generated by the Measurement Client.

4 Topology: Maximum Delay ——
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The Interrupt Time in Cascaded 802.12 Networks woof e

To allow a comparison of the results, the experiments for =0 e Divan
determining the interrupt time were equivalent to the test * o 20| oo neework L inmovs % 100
that was carried out for the single hub network. The high

priority traffic was generated by the Measurement Client. It Figure 7. The Normal Priority Service Interrupt Time

. in Cascaded 802.12 Networks.
sent packets at a low mean rate - about 0.56 Mbit/s - corre-

sponding to constant rate compressed video. We furthefrhe maximum delay in Figure 7 thus increases with each
used 10 Low Priority Traffic Clients which imposed normal cascading level by about 248 plus the packet transmis-
priority multicast traffic at a total load ranging from 0 t0 100 sjon overhead for two data packets, where P40 is the
Mbit/s. The measurement interval for each sample was lime it takes to transmit two maximum sized packets. In our
minute which corresponds to about 3000 packets transmit-axperiments, we measured a maximum delay of 885
ted by the Measurement Client. The incremental step of the1135 ;s and 144ms  for the Level-2, Level-3 and Level-4
normal priority network load was 500kbit/s. In contrast 10 topology, respectively. The resulting normal priority service
the setup in Figure 6, we did not use High Priority Traffic jnterrupt times Oi 12 Dit 13 Pit 14 ) are: 540s |, 816
Clients in this experiment. o _and 1110us , respectively. These results confirm the theo-
We measured the interrupt time in test networks with a retical results shown in Table 6 in Appendix A.2.
Level-2, Level-3 and a Level-4 topology. The Measurement
Client and the hubs were interconnected using 100 m CateThe Quality of Service provided by the Network

gory 3 UTP cabling. All Traffic Clients however were |n the second part of this section, we report results for the
linked to the hubs via 5 m cable of the same type, since Wemaximum-, the average-, and the minimum link-level end-
did not have a sufficient large number of 100 m cables ava"'to-end-delay, which we measured for several test applica-
able. This introduced a small difference between the meastions in a Level-2 cascaded network with high- and normal
urement setup and the model in Appendix A.2. The priority cross traffic. The experiments had two goals: (1) to
difference is however not significant since the overhead plusconfirm that the delay bounds assigned by our allocation
propagation delay across a 5 m versus a 100 m UTP cablgystem are valid. This implies that all real-time data packets
only differs by 0.541us . encountered a smaller delay than predicted by the admission
Figure 7 shows the maximum- and the minimum end-to- control (Theorem 2). (2) To compare the measured maxi-

end delays £t ) observed by the Measurement Client. Wepnum- and average delay with the computed worst case
only labelled the maximum delay curves and, for compari- phoynd.



Per-flow link layer resources allocated
) " Delay
Test | Ghfon | soheme | bound Max. pent
requested.| Data rate Burst size r-ctrl-er considered
g-length (TF = 10ms)
1 vat PCM2 audio 10 ms 75 kbit/s 1500 bytes 3 pkts 2
2 vat PCM2 audio 10 ms 75 kbit/s 1500 bytes 3 pkts 2
3 vat PCM2 audio 10 ms 75 kbit/s 1500 bytes 3 pkts 2
4 vic JPEG video 10 ms 1 Mbit/s 1500 bytes 16 pkts 5
5 vic JPEG video 10 ms 1 Mbit/s 1500 bytes 16 pkts 5
6 vic JPEG video 10 ms 1 Mbit/s 1500 bytes 16 pkts 5
7 OVision MPEG-1 video 10 ms 1.8 Mbit/s 1500 bytes 137 pkts 7
8 Ovision MPEG-1 video 10 ms 1.8 Mbit/s 1500 bytes 137 pkts 7
9 OVision MPEG-1 video 10 ms 1.8 Mbit/s 1500 bytes 137 pkts 7
10 MMC JPEG video 10 ms 3 Mbit/s 1500 bytes 62 pkts 8
11 MMC JPEG video 10 ms 3 Mbit/s 1500 bytes 62 pkts 8
12 MMC JPEG video 10 ms 3 Mbit/s 1500 bytes 62 pkts 8

Table 1. Source and Token Bucket Parameters for the Delay Tests in the Level-2 Cascaded 802.12 Network.

In the experiments, we used the multimedia test applications second were generated. We allocated 3 Mbit/s.
vat, vic, OptiVision* andMMC? [8], [25], [9] in the follow-
ing configurations: Table 1 summarizes the source- and token bucket parame-
ters. Resources were allocated at the link layer by using the
1. vatversion v3.2vat generated an audio data stream of LLRMP signalling protocol [15], [16]. For the sake of sim-
about 75 kbit/s. The test used the default application plicity, a delay bound of 10 ms was requested for all appli-
setup for PCM2 audio encoding. The data source wascations in all experiments. Columns 7 and 8 in Table 1 show
the built-in audio device of the HP 9000/725 worksta- the maximum length of the rate controller queue at the
tion. 75 kbit/s were allocated at the link layer. source node and the packet coyninf) considered for the
flow in the admission control. Furthermore, all data packets
2. vic version v2.7b2vic generated a motion jpeg com- were sent using IP multicast.
pressed video data stream with a rate of about 1 Mbit/s. Not all of our computers however did have the audio or
Hardware support was given by a parallax card [14]. Thevideo hardware support required for our test applications.
data source was a video camera. We used the followingTo overcome this, we recorded a 2 hour test trace for each of
vic specific parameters that can be adjusted by the userthe four applications. This was performed using a traffic
normal size (resolution 368 x 276 pixel), ordered, jpeg, monitor which, for each data packet, stored an entry of the
22 frames/s. At the link layer, we allocated 1 Mbit/s for format: <packet_arrival_time, packet_lengthin a trace
application data. file. In the delay tests, the traces were then passed to a
UNIX kernel based traffic generator which generated an
3. OptiVision version 1.2f: the OptiVision system gener- almost identical data stream to the original trace monitored
ated an MPEG-1 encoded video stream with an averageon the network. The time stamps of the traffic monitor have
rate of about 1.2 Mbit/s. The video source was a videoan accuracy of Lis . The traffic generator used a rate con-
player playing the adventure mowarassic Park The troller of 1 ms.
picture resolution was 704 x 480 pixel. 25 frames per
second were generated. We allocated 1.8 Mbit/s at the 1
link layer for each flow.

0.8

Reference: 1IMbit/s CBR Trace
75 kbit/s vat Trace
1 Mbit/svic Trace -
1.8 Mbit/s OptiVision Trace
Mbit/s MMC Trace

4. MMC version v4.0MMC generated a motion jpeg com-
pressed video data stream of about 3 Mbit/s. This was
based on the same parallax card as useddorhe size 04
of the video was 720 x 540 pixel. About 11 frames per

Rt <1)

0.2

/ lat_dt2a
o —

lOptiVision is an MPEG Communication system supporting
MPEG-1 and MPEG-2 video transmissions. It can be used for

conferencing or Video-on-Demand. Figure 8. Difference of the Interpacket Arrival Times between
original and measured Data Traces.

-1.5 -1 -0.5 o 0.5 1 15 2 25 3
Difference between the Interpacket Arrival Times: diff = (t_orig - t_meas) in msec

MMC is a high quality conferencing system supporting voice,
video and application sharing.



For all four traces, Figure 8 shows th&erpacket arrival traffic load of 89 Mbit/s using a simple traffic generator. To
time differencedbetween the original trace, which was sent enforce maximum normal priority service interrupt times,
into the network by the traffic generator, and the trace whichall Low Priority Clients generated data packets of maximum
was then measured with the traffic monitor. For reference,length.
we also added the measurement result received for a 1 Mbit/ The test applications generatimgt, vic, OptiVision and
s constant bit rate (CBR) trace which used random packetMMC type traffic run on the Measurement Client and on the
sizes between 64 bytes and 1500 bytes. In Figure 8, it can béligh Priority Traffic Clients. In each experiment, we admit-
observed that the differences between the interpacket arrivated homogeneous applications e.g. ovily flows or only
times are small. In our tests, they are mainly determined byMMC flows until we reached the allocation limit. All High
the 1 ms timer granularity of the traffic generator. For the Priority Traffic Clients and the Measurement Client further
MPEG encoded Jurassic Park trace for example, 99 percentlways had an identical setup in respect to the type and the
of all packet interarrival times differed by less than 0.85 ms. number of applications running. This simplified the meas-

During the delay tests, each data source then selected arement process since we did not have to measure the delay
uniformly distributed start-offset into the trace between 0 at High Priority Clients. Measurements were only taken for
and 7200 seconds. On reaching the end of the trace, thelata packets generated on the Measurement Client. We can
sources wrapped around to the beginning. This method ishowever assume that the basic results achieved for the
similar to the one used in simulations in [26], to simulate Measurement Client e.g. the average delay are also valid for
data from several sources using one variable bit rate videaach High Priority Client since on average, they passed a
trace. similar traffic pattern into the shared network.

The use of real traffic traces enabled us to generate audio All measurement were carried out on a per-flow basis by
and video data flows on test computers without specific measuring the end-to-end delay in the network for each data
hardware support. It further ensured realistic flow character-packet that was generated by the selected flow. Any delay
istics, in particular a realistic packet size distribution of all introduced by the rate-controller at the source node was not
high priority data flows in the network. This was important considered because our investigations were focused on the
for testing the Time Window measurement algorithm pro- actual network behaviour. The measurement interval was 30
posed in part . Results achieved with this algorithm were minutes for each individual experiment.
used for the admission control in all experiments. Table 2 shows the measurement results. The first three

The test network was a Level-2 cascaded network with columns of the table contain the test number, which corre-
one Measurement Client and several High- and Low Priority sponds to the number in Table 1, the application type and
Traffic Clients, as shown in Figure 6. It however included the total number of flows admitted in the test. The fourth
two additional Level-2 hubs. This created a topology with column shows the deterministic delay bound provided by
five Level-2 hubs and one Root hub. The wiring was the our allocation system for each flow after all flows had been
same as used in the previous experiments: the Low- andadmitted.

High Priority Traffic Clients were connected via 5 m Cate-  Topology information is given in columns 5 and 6. For
gory 3 UTP cables. All other links in the network consisted each application type, we carried out three experiments, in
of 100 m cable of the same type. In all experiments, we usedvhich we varied the number of High Priority Cross Traffic
2 Low Priority Traffic Clients. They generated a total cross Clients and the number of local flows.

Topology information Measured parameters
Number Delay
Test Application of flows bound Number of Number of High - . Average
admitted. [ provided [ nodes with | flows per priority Minimum | - Average 90 % 990p | Maxmum | 7o cyet
. delay delay delay N
reservations node data rate Size
1 75 kbit/s vat 55 9.98 ms 11 5 4.07 Mbit/s | 0.155ms | 0.477ms | 0.545ms | 0.595ms | 0.755ms | 368 bytes
2 75 kbit/s vat 55 9.98 ms 5 11 4.07 Mbit/s | 0.095ms | 0.468 ms | 0.545ms | 0.595ms | 0.695ms | 368 bytes
3 75 kbit/s vat 55 9.98 ms 1 55 4.07 Mbit/s | 0.155ms | 0.484ms | 0.535ms | 0.575ms [ 0.805ms | 368 bytes
4 1 Mbit/s vic 26 9.34 ms 13 2 23.89 Mbit/s| 0.105ms | 0.611ms | 0.715ms | 0.915ms | 1.685ms | 934 bytes
5 1 Mbit/s vic 26 9.34 ms 8 3, Mclient: 5 | 23.77 Mbit/s | 0.095ms | 0.628 ms | 0.755ms | 0.975ms [ 1.625ms | 934 bytes
6 1 Mbit/s vic 26 9.34 ms 2 13 23.91 Mbit/s| 0.105ms | 0.628 ms | 0.735ms [ 0.955ms | 1.725ms | 934 bytes
7 1.8 Mbit/s OVision 18 8.98 ms 9 2 21.49Mbit/s | 0.235ms [ 0.734ms | 0.845ms | 1.045ms | 1.965ms | 1332 bytes
8 1.8 Mbit/s OVision 18 8.98 ms 6 3 22.94Mbit/s | 0.235ms [ 0.745ms | 0.875ms | 1.085ms | 2.065ms | 1332 bytes
9 1.8 Mbit/s OVision 18 8.98 ms 1 18 22.77 Mbit/s| 0.235ms | 0.757ms | 0.885ms | 1.385ms | 2.225ms | 1331 bytes
10 3 Mbit/s MMC 13 8.65 ms 13 1 38.90 Mbit/s | 0.145ms | 0.746ms | 0.875ms | 1.105ms | 2.055ms | 1356 bytes
11 3 Mbit/s MMC 13 8.65 ms 6 2,Mclient: 3 | 38.90 Mbit/s | 0.135ms | 0.752ms [ 0.875ms | 1.255ms | 2.445ms | 1356 bytes
12 3 Mbit/s MMC 13 8.65 ms 2 6, Mclient: 7 | 38.86 Mbit/s | 0.115ms | 0.771ms | 0.955ms | 1.615ms | 2.545ms | 1356 bytes

Table 2. Comparison: Computed and Measured Network End-to-End Delay in a Level-2 Cascaded 802.12 Network.



In Test 10 for example, we admitted a single 3 Mbit/s
MMC flow on 13 computers (12 High Priority Clients plus
one Measurement Client). In test 11, the network contained
five High Priority Clients and one Measurement Client.
Each High Priority Client injected two 3 MbitdMC flows
into the network, the Measurement Client generated three 3 g
Mbit/s MMC flows in this experiment. In test 12, six MMC
flows were admitted at a single High Priority Client, seven
at the Measurement Client, resulting in just two nodes with
reservations in the network. The total number of flows
admitted in each test was determined by the allocation limit,
and implicitly, by the delay bound requested. A 1M C
flow could thus not have been admitted.

The difference between the requested delay bound (10
ms) and the provided upper bound shown in Table 2 is
mainly caused by the use of the Time Window algorithm
and its initial pessimistic assumption that a new flow only
uses minimum sized packets for the data transmission. This
requires more free resources at call admission due to the
additional per-packet overhead that must be considered. A =
14th MMC flow is thus rejected even though sufficient
resources for supporting the flow are actually available in
the network. This is because the admission control does not
yet know thatMMC does not only use minimum sized data
packets. In high loaded networks, applications requesting a
higher data rate will thus have a lower probability to
become accepted.

Column six in Table 2 shows the high priority data rate
measured in all experiments over the measurement interval
of 30 min. The results fovat, vic and MMC are close to
their allocation limit. The total data rates observed in the
OptiVisiontests are significantly lower since resources were
over-allocated to avoid long maximum queuing delays in
the source’s rate controller. =

The next 5 columns (7 - 11) contain the main results of
our experiments. They show the minimum-, average-, 90%-
tile, 99%-tile and the maximum end-to-end delay measured
for a singlevat, vic, OptiVisionor MMC flow. For the exper-
iments 7, 8 and 9 (OptiVision tests), the delay density and
the corresponding distribution functions are shown in
Figure 9, Figure 10, Figure 11 and Figure 12.

We first observe that all results for the average- and for
the maximum delay are significantly lower than the worst
case upper bound computed with Theorem 2. This was
expected since: (1) simultaneous worst case conditions in
the network and at all Clients are rare, and (2) several High
Priority Clients were connected to the same Level-2 hub in
our test network. The latter reduced the average Demandg
Priority signalling overhead because all Level-2 hubs could
sometimes subsequently serve data packets from several
High Priority Clients. Since the available data rate in a
Level-1 network may differ by more than 10 Mbit/s, some
transmission requests were thus served much faster than
assumed in the worst case for the Level-2 topology. This
increased the total throughput and thus reduced the delay.
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Figure 9. The Delay Distribution (Density) for the Results of
Test 7 in Table 2.
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Figure 10. The Delay Distribution (Density) for the Results of
Test 8 in Table 2.
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Figure 11. The Delay Distribution (Density) for the Results of
Test 9 in Table 2.
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Figure 12. The Distribution Function for the Results of Test 7,
Test 8 and Test 9 in Table 2.



We can further observe that varying the topology while ured by the Measurement Client. It only marginally changes
keeping the total high priority load constant did not have the distribution as can be observed in Figure 13.
any significant impact on the average delay. We assume that The results in Table 2 have shown that the network is
this is due to (1) the rather low high priority network load, capable of providing very small packet transmission delays.
and (2) the fairness of the round-robin packet service policyWe believe that these are sufficient for supporting existing
which enforces a sufficient sharing of network resourcestime critical applications. The use of the priority access

between different nodes. combined with admission control guarantees that these
Given the low high priority network load, the results for delays remain very low when there is a high normal priority
the average delay, especially in tre andOptiVisiontests, network load, or when the shared network incorporates

might, at a first glance, seem rather high when e.g. com-many more hubs and nodes.
pared with results for the same load on a full-duplex 100

Mbit/s link. Figure 13 thus shows how the average delay 4.3 Maximum Resource Utilization

received in Test 7 is composed. The figure contains the . . i
delay distribution function for four different experiments; 1aPle 3 shows the maximum numbervat, nv, vi¢c OptiVi-

(1) the Measurements Client as in Test 7 (with two 1.8 Mbit/ Sion and MMC flows which the allocation system could
s OptiVision high priority flows) but no other traffic on the simultaneously admit in a Level-2 cascaded network. This

LAN, (2) the Measurements Client as in Test 7 and unicast!s: (1) to compare these results with the results received for
low priority cross traffic, (3) the Measurements Client as in the same test in the single hub network, and (2) to show the

Test 7 and multicast low priority cross traffic, and (4) the impact of the reduced allocation limit on the total number of
setup of Test 7: one Measurement Client, eight High Prior-

flows that can be supported in a Level-2 topology.
ity Cross Traffic Clients and multicast low priority cross 10 allow an accurate comparison, the results in Table 3

were achieved with the same test applications and under the

traffic. same assumptions as made for the single hub network. The
L _ application setup forat, vic, OptiVisionandMMC were the
f same as described in section 4.2 of this papeyenerated a
o8 i T T e e video data stream of about 128 kbit/s. Hardware support
L PR e RIS SeS e was provided by an HP A.B9.01.3A frame grabber card.
- ©°s The test usedv version v3.3beta and the default setup with
z » a medium picture size (resolution 320 x 240 pixel with a
o frame rate of 1 - 3 frames/s). We allocated 128 kbit/s at the
o i link layer.
R All results are based on the use of the Time Window
o 44 dat_L2CN 12 measurement algorithm proposed in part |. Following the

o 0.5 1 1.5 2 25 3 35 4
End-to-End Delay d in msec

worst-case model, each flow was first admitted assuming the
Figure 13. The Impact of the Low Priority Service Interrupt use of 0”'3_/ m'mmum _Slzed packet§, Wh%n = 64byte
Time on the Result for Test 7 (OptiVision) in Table 2. For all existing flowsi , the admission control used the
packet countsgcnt ) measured by the Time Window algo-

One can observe that the average delay for the no cross tratithm. Note that flow arrival and lifetime statistics were not
fic case (1) in Figure 13 is low. We measured f86 . The considered in this test since we focused on determining the
average delay increases by about 190 in experiment (Zhighest utilization in a pre-defined setup.
when unicast cross traffic is added. As in all previous exper-  Taple 3 shows the maximum number of flqing, ,,) that
iments, low priority cross traffic is generated at a rate closecoyld be admitted for three different time frames: 10 ms, 20
to the network capacity using fixed size packets of 1500ms and 40 ms. The admission control used the Level-2
byte The Measurement Cl|ent generates h|gh pr|0r|ty trafﬂC topology Speciﬁc parameters for the per_packet overhead
at a low data rate. For almost every high priority packet sent,(Dpp = 21.451s) and the interrupt timel; = 554.1%us ).
the low priority service needs to be interrupted. While the  For the sake of simplicity, the queuing delay bound
corresponding link control signal (see Appendix A.2 for requested for all flows was always equal to the time frame.
details) is travelling from the Measurement Client to the hub The timer granularityT  used in equation 2.1.1 during the
in control, several unicast packets are served by the networlgdmission control was 1 ms. The rate regulators allowed an
before the high priority request can be granted. The averagenitial burst of & = 12000bits, which corresponds to one
delay further increases significantly when all low priority maximum size data packet. We further always admitted
cross traffic is sent using multicast as shown by the reSU“Shomogeneous flows.
for experiment (3) in Figure 13. The interrupt time is how-  Each row in Table 3 provides the result for one applica-
ever bounded as observed in Figure 7. Finally, the high pri-tion in a given setup: e.g. for a time frame and delay bound

ority cross traffic added in case (4) does not have anyof 20 ms a maximum of 40 1 Mbitisc flows could be
significant impact on the average delay of the flow meas-gdmitted in the Level-2 network.



Data rate Max. number of ent Bandwidth Maximum high
Time frame TF Delay Bound Application allocated flows admitted mgasured allocated priority network
per flow. (Nmax) (Mbit/s) utilization (%)
10 ms vat 75 kbit/s 55 2 4.12 5.15
10 ms nv 128 kbit/s 47 3 6.02 7.51
10 ms 10 ms vic 1 Mbit/s 26 5 26.00 32.45
10 ms OptiVision 1.8 Mbit/s 18 7 32.40 40.43
10 ms MMC 3 Mbit/s 13 8 39.00 48.67
20 ms vat 75 kbit/s 87 4 6.53 7.91
20 ms nv 128 kbit/s 83 4 10.62 12.88
20 ms 20 ms vic 1 Mbit/s 40 6 40.00 48.49
20 ms OptiVision 1.8 Mbit/s 26 9 46.80 56.74
20 ms MMC 3 Mbit/s 17 11 51.00 61.83
40 ms vat 75 kbit/s 152 5 11.40 13.63
40 ms nv 128 kbit/s 130 6 16.64 19.89
40 ms 40 ms vic 1 Mbit/s 50 10 50.00 59.77
40 ms OptiVision 1.8 Mbit/s 30 16 54.00 64.55
40 ms MMC 3 Mbit/s 20 17 60.00 71.72

Table 3. High Priority Network Utilization in a Level-2 Cascaded 802.12 Network.

The last column shows the maximum high priority net-  To increase the guaranteed resource share for normal pri-
work utilization which is computed by relating the allocated ority traffic, the high priority allocation limit must be
bandwidth to the maximum allocation limit. The maximum decreased. For this, we first definelttigh Priority Utiliza-
allocation limit is the maximum capacity that can be allo- tion Factor f where 0<f<1 .f defines the maximum
cated when all data is sent with maximum sized packets. Itresource share that can be allocated for high priority traffic.
is fixed for each topology and can thus be used as referencé utilization factor of f = 1 thus allows the allocation of
value for computing the network utilization. For our test all network resources available.
topology and setup, the maximum allocation limit is 82.89  Since the allocation scheme is based on a time frame con-
Mbit/s. We thus receive a maximum high priority resource cept, the resource maximum corresponds to the total trans-
utilization of 48.49% for the admitted 40 1 Mbivis flows. mission time that is available within the time frame . We

In Table 3, similar observations can be made as discusseddditionally define the minimum normal priority transmis-
for the single hub network: the maximum resource utiliza- sion timeLTT . It represents the minimum resource share
tion is low when only low bitrate (vat) flows are admitted that is guaranteed to be available for normal priority traffic.
due to the allocation overhead and the reduced data throughfhe minimum forLTT is given by the interrupt tinbe \n
put in the network. The utilization substantially increases whereN is the cascading level of the network topology. The
for larger delay bounds, and when high bitrate flows usingresources represented By |n can not be allocated since
large packet sizes (vic, MMC) become admitted. A compar-they are required for pre-empting the normal priority serv-
ison with the results achieved for the single hub networkice. The maximum fotLTT is the time frame itself. We thus
shows that, as expected, less flows can be admitted for alhave the relationDy (n <LTT<TF . If we consider the
applications in the Level-2 topology. The largest difference high priority utilization factorf , then we receive for the
in the allocated bandwidth can be observed for MMC flows. minimum normal priority transmission time:

Even though only 4 flows less became admitted in the

Level-2 topology, the allocated bandwidth decreased by 12 LTT = MAX(G N ; TF1- f)) (4.4.1)
Mbit/s. A sufficient number of flows can however still be
admitted as can be observed in Table 3. where Dy N <LTT< TF is achieved for utilization factors

Similar consideration can be made for the Level-3 cas-of o< f <1. If we now replace the interrupt tin (n  in
caded network. In this section, we however only focus onTheorem 1 with the minimum normal priority transmission
the Level-2 topology because we believe that this is thetime LTT then we have:
most widely used cascaded topology.

m n . m n .
.. . 1 1 |
4.4 Resource Partitioning TF-LTT-2 3 D b D D peonicDpp
o _ v k=1i=1 k=1i=1 (4.4.2)
To ensure that normal priority traffic does not starve, net- 1 DPpp

=+

work resources must be partitioned. The availability of P

resources for normal priority traffic is guaranteed by
restricting the access to the high priority service. This is
controlled by admission control.

min

To enable the network administrator to control the high pri-
ority allocation limit, the equations 4.4.2 and 4.4.1 are used
for admission control. The allocation limit is changed by



adjusting the utilization factof . An example is given in low bitrate flows. We believe that this is acceptable since
Figure 14. It shows the allocation limit in a Level-2 cas- any unused resources are not wasted, but can immediately
caded network fof = 0.6 0% ). be used by the network for serving normal priority service
The average network capacity that is available for normalrequests. A statistical multiplexing gain between real-time
priority traffic will however be higher than-f  because: flows from different network nodes can not be exploited
(1) the allocation limit was determined based on worst casesince all high-priority traffic is rate controlled at end-nodes
assumptions (the worst case computed throughput), and (2and not within hubs. Our experiments however showed that
any resources unused by high priority flows are immediatelythe average delay across the network is sufficiently low for
available for normal priority traffic. supporting existing time critical applications. The support
Theorem 2 does not need to be updated to supporfor just two priority levels in 802.12 further limits the
resource partitioning since for all utilization factors, the nor- number of service classes that can be supported in the net-
mal priority data transmission is still pre-empted after work. Other drawbacks are the general costs for the link
Dt L~ time units. For low utilization factors, the delay level reservation setup mechanism, and for the classifier and
bounds given by Theorem 2 are always significantly smallerthe rate regulators in the device driver. These are however
than the time fram&'F . This is due to the smaller total not specific to our solution, but will also occur in other res-

amount of resources allocated. ervation schemes with active admission control.
Assuming the current price differences between 100Mbit/
100 s repeaters and bridges, shared 802.12 networks supporting
% — quality of service seem to be a flexible and cost effective
% e network solution for supporting applications with stringent
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time constraints. Bridges are required when the total net-
work traffic exceeds the capacity of the shared system.
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Hrocatton Ee Dpo B A5 Gt sation Faor T 0.
10 [ o In [18] the Target Transmission Time (TTT) technique was
%o 2000 4000 6000 G000 10000 12000 proposed for allocating resources on Demand Priority net-

works. The algorithm leads to bandwidth and delay guaran-
tees, and supports a fixed delay bound for all real-time flows
in the network. This delay bound is the TTT. The paper
The partitioning mechanism described in this section pro- however only reports preliminary results. Admission control
vides a simple method for network administrators to set aconditions and mechanisms for the reservation setup or the
basic policy required in Integrated Services networks: the TTT negotiation were not provided. Apart from [18], we are
minimum bandwidth available for normal- and high priority not aware of any other scheme for allocating resources or
traffic. We believe that without any such control, an controlling the high priority access in 802.12 networks.
advanced service based on a static priority queueing system The support of service guarantees over LANs has how-
can not be deployed because of the starvation problem. Thigver been investigated for other technologies. In [19], [20]
section however showed that such control can easily be inteand [21], the real-time performance of the timed token pro-

Figure 14. The Allocation Limit in a Level-2 Network for
a High Priority Utilization Factor of: f = 0.6.

grated in our allocation system. tocol as used in FDDI has been studied. [19] and [20] ana-
lyse several schemes for allocating synchronous network
5 Costs and Performance Issues capacity. [21] investigates performance parameters to maxi-

mize the throughput for best effort traffic, while meeting

The main advantages of the allocation scheme proposed iccess delay bounds for real-time traffic. [22], [23] report
this paper and its first part [1] are its simplicity and its low the design and implementation of a software based timed-
costs. Hubs do not have to support per-flow classification ortoken protocol that provides performance guarantees on
per-flow buffering and have only buffer space for a single €xisting Ethernet hardware. The authors of [24] investigated
maximum size data packet. The shared network may have the use of priorities in 802.5 token-ring networks. All these
large size and extension, but deterministic service guaranSchemes are based on a time frame mechanism. Network
tees can still be provided. The solution further does not capacity is allocated as a certain fraction of the time frame.
require any changes to the 802.12 standard and can p&he minimum delay bound guaranteed for all flows depends
implemented in software. When deployed, then only net- O the token rotation time.

work nodes which use the high priority access mechanism Our allocation scheme also uses a time frame. The time
need to be updated. frame however is not necessarily the minimum delay bound.

The simplicity of the hubs and of the scheduling policy The allocation scheme can guarantee much _smaller delay
however result in a low resource utilization, especially for bounds of the order of a few milliseconds. This makes the



requirement for a mechanism to negotiate the time framemake use of numerical results derived in these appendices
less important than on networks operating according to e.gfor the maximum time it takes: (1) a data packsf .. ),

the timed-token protocol. (2) aGrantcontrol signal g gran )» (3) @Mcomingcon-
trol signal @ncom ), and (4) &Requestsignal fg,, |, ), 10
i travel from one MAC (e.g. from a network node), across a
7 Conclusions

single link to another MAC (e.g. a hub). Beside the propaga-

In this paper we showed that the resource allocation schem#&o0n time across the physical medium, all results include the
proposed in part | of this paper can also be app||ed acrosgekiy introduced in the sending- and the receiving PMD and
cascaded 802.12 networks. This is based on the use oPMI. Furthermore, the parametgy,. .., ~ denotes the worst
topology specific network parameters in the admission con-case delay which a data packet may encounter in the MAC
trol conditions. In one part of this work, we ana|ysed the of the hub. For a discussion of the 802.12 MAC timers, we
network performance and derived results for: (1) the per-also refer to part I. The timer values for tieG- and
packet overhead and (2) the normal priority service interruptP_IPG window, and thd_BST offset can be found in the
time for cascaded topologies. standard [6] (see section 12.5.1).

Experimental results received in standard cascaded test
networks confirmed the analytical results for these parame-A.1 The Worst Case Signalling Overhead
ters. We observed in our measurements that the network in Cascaded 802.12 Networks
throughput substantially degrades in higher cascaded topol- ) .
ogies. Network properties which we had already observed!" this appendix, we derive the worst case per-packet over-
in the single hub case e.g. the strong dependency betweeﬁead' Th_e worst_ case occurs under exactly the same condi-
network performance and used packet size, were also found{Ons s in the single hub network. These are: (1) when two

in cascaded topologies. Our experiments further showeo”ef[work nodes are switching between sending and receiving
that the admission control conditions when used with the Unicast data packets, or (2) when two or more nodes send

topology specific network parameters can accurately modeldat@ packets using multicast or broadcast. o
the network performance. Figure 15 shows a model for the packet transmission and

We found that the scheme offers excellent delay characthe signalling that is required for transmitting four data

teristics. Very small delay bounds can be guaranteed inPackets across a Level-2 cascaded network. The model only

potentially large shared networks by using the 802.12 highShOWS the signalling dete_lils vyhich are relevant f_or derivi_ng
priority access method with admission control. The results e Per-packet overhead in this topology and omits the high-

received in the analysis for 802.12 network parameters ard®’ normal priority service requeskgq_H, Req_)signal-
further an essential condition for allocating resources in N9 and thelPG, D_IPG andI_BSTtimer constraints dis-

bridged/switched 802.12 networks since they will enable usCUssed in detail in part I. The example topology consists of
to compute the available data rate for outgoing links in thré€ hubs and two nodes. Each node is connected to a

bridges and switches. Level-2 hub creating a maximum data path between the two
nodes. We further assume that both nodes have at least two
data packet to send and request the same service priority.

ACknOWIedgementS The data flow in Figure 15 starts when Node 1 sends a

We thank Aled Edwards, John Grinham, Greg Watson,data packet. This packet travels along the data path and

David Cunningham, Michael Spratt, Costas Calamvokis andtraverses all three hubs in the netwo_rk_ on its way t_owards
. . : . . Node 2. When the Root hub has finished repeating the

Chris Dalton for their comments and the fruitful discussions . .

while this work was carried out. We further thank Jon packet, it hands the network control over to Hub 3. This is

X : . carried out with the Grant signal. Having the network con-
Crowcroft for his comments and for encouraging us to write
this paper. trol enables Hub 3 to serve the request from Node 2. For

this, Hub 3 carries out the same procedure as a hub in a sin-
. gle hub network: it sends a Grant to Node 2 and, when it
A Appendices receives the data packet, forwards the packet towards the
destination e.g. towards Node 1. After forwarding the last

In the following two appendices, we derive the worst case iy yyp 3 passes the network control back to the Root hub
Demand Priority per-packet overhead and the time it takesby signalling Idle, as shown in Figure 15. The Demand Pri-

to interrupt the normal priority service in cascaded 802.12 g timing constraints ensure that the Root hub receives
networks. We consider topologies using UTP non-bundled e network control before it has itself repeated the last bit
cables as physical links. o _ of the data packet from Node 2.

We assume the reader to be familiar with Appendix A.3  after the packet processing is finished, the Root hub

and A.4 in part | [1]. These describe the details of the Sig-pands the network control over to Hub 2, so that the next
nalling across a single link and the delay components intro'request from Node 1 can be served.

duced in each layer of the 802.12 stack. In this paper, we
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Figure 15. Worst-Case Signalling and Data Transmission on a Level-2 Cascaded 802.12 Network.

When this request is processed then the control is agairerm: 22Prx_paa* Pmac_dad . This can be generalized since for
given to Hub 3 and so on. The network control is thus each higher cascading level, the maximum data path always
passed between both Level-2 hubs for each service requeshcreases by two hubs and two links, which causes an addi-
in the network. This creates a maximum overhead withouttionally delay of?"Prx_pata*Pmac_dad  foOr data packets travel-
that the network runs idle. ling along this path. The worst case per-packet overhead

As already observed for the single hub case, the GrantDpp LN in @ Level-N cascaded topology is thus given by:
signalling in Figure 15 is always delayed by a preceding
data packet. This increases the per-packet delay since Dpp LN € MAX((IPG+ D_IPG;

Orx_pata> Dsignal_Grant. The delay between the time when the (P1x_pata*™'-BST* Dry_pata* Pmac_data® (A.1.3)

Root hub decides to pass the network control to Hub 3 (by 20N -1)(Dy pata* Pmac_datd))

sending Grant) and the time when Node 2 detects the Grant

signal is thus as long a&x_pata* DMAc_daa* P1x_pata*!-BST | This  Using Equation A.1.3 with the numerical results for the sig-
follows from Figure 15 and the considerations made in nalling delay across a single link, we computed the worst
Appendix A.3 in part | of this paper. When Node 2 starts the case per-packet overhead for Level-N cascaded topologies,
packet transmission, it takes a maximum of where1<N<5 . The results for 5m, 100 m and 200 m UTP
Drx_Data* DMAC_data* DTx_Data* PMAC_data time units until the MAC cabling are shown in Table 5.

of the Root hub passes the first bit of the data packet to the

PMI of link L1. If we consider the constrain of the 802.12

standard that the gap between two subsequent data packetsuTtp- Cascading LeveN
is at least as big as the Interpacket GB@ + D_IPG, then Cable
we receive for the worst case per-packet overtigad - in| Length ! 2 3 4 °
a Level-2 topology: 5m| 9.03ps | 19.29us | 29.55us | 39.81us | 50.07us
100 m | 10.11ps | 21.45pus | 32.79us | 44.14us | 55.48us
Dpp_L2 S MAX((IPG+ D_IPG; 200m | 11.25pus | 23.73ps | 36.21pus | 48.70us | 61.18us
(DTx_Dala+ DMAC_data+ DTX_Dala+ I_BST+ (All)
Prx_pata* PMAC_data* PTx_Data* PMAC_data) Table 5. Worst-Case 802.12 Per-Packet Transmission
The same consideration as for the Level-2 topology can also Overhead Ppp_LN for different Cascading LevelN .

be made for higher cascaded networks. The results for this
are omitted here. If we rearrange Equation A.1.1, then we
have:
A.2 The Worst Case Normal Priority Service

Interrupt Time in Cascaded Topologies

Dpp_L2 € MAX((IPG+ D_IPG;
(DTfoataJ’ I_BST+ D]'><7Data+ |3MAC7cJatal+ (A.l.Z)
20P7y_pata* Pmac_datd)) In this appendix, we derive the worst case time it takes to
interrupt the normal priority service in cascaded 802.12 net-
A comparison of equation A.1.2 with the result received for works. We first describe the packet transmission model and
the single hub case shows that both results only differ in thecompute the result for the Level-2 network. The results for



the Level-1 and Level-2 topology are then generalized for In the worst case, it is passed to Hub 3 just before the
higher cascaded topologies. Req_Hsignal from Node 1 reaches the Root hub. The Root
Figure 16 shows the time space model for the Level-2 hub must then first regain the network control before the
cascaded topology. It illustrates the worst case signallinghigh priority request from Node 1 can be granted. For this,
that is required for pre-empting the normal priority service the Root hub sends a special link control signal to Hub 3.
and for transmitting a single high priority packet. The model This signal is calledEnable-High-Only(Ena_HQ. It is
only shows the signalling details which are required for used for pre-empting the normal priority service. When Hub
deriving the interrupt time and omits theG, D_IPG and 3 detects théena_HOsignal, it finishes the processing of
|_BSTtimer constraints. The example topology consists of the current normal priority packet and returns the network
three hubs and three nodes. All nodes are connected tcontrol. The Root hub then passes the control to Hub 2, so
Level-2 hubs at the leaves of the topology tree. We analysehat the high priority request from Node 1 can be served.
the interrupt time in respect to Node 1 which is requesting In higher cascaded topologies, a hub receiing HO
the transmission of a high priority packet. The two other from a higher level hub might have to pass the signal on
nodes in the setup, Node 2 and Node 3, only use the normalvhen the network control is currently at a hub that is located
priority service. As in the single hub case, we assume thaffurther down the topology tree. Further, if a hub is serving
Node 2 and Node 3 send multicast or broadcast data packetsigh priority requests while it receivE&ha_HQ it may fin-
while Node 1 is requesting the high priority service. This ish its current high priority service round before it returns
provides the worst case interrupt time, which is denotedthe network control to the upper level hub.
with Dy o for the Level-2 cascaded topology. The data flow in Figure 16 starts when Node 1 sends a
When we compare the model in Figure 16 with the data packet towards Node 2 and Node 3. We assume that at
model shown in part | for the single hub case then we canthe same time, Node 2 has a service request for a normal
observe that the interrupt timp; |, now includes the priority data packet pending. Both data packets are served
transmission times for four normal priority data packets. by the network in the same way as described for the first two
These are sent by Node 2 and Node 3. The worst caselata packets in Figure 15 in Appendix A.1.
occurs when the high priority requedReg_H signal in The overhead associated with the data packet from Node
Figure 16) only travels across a single UTP link before the 2 is the worst case deldyp 12  for this topology, as can be
signalling is delayed by a normal priority data packet. At the observed in Figure 15. We then assume that the MAC of
same time, the network control toggles between the RootNode 1 in Figure 16 runs idle.
hub and Hub 3.

Example Topology:
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Figure 16. Model for Computing the Worst-Case Interrupt Time on a Level-2 Cascaded 802.12 Network.




As in the single hub case, the worst case condition for thecorresponding per-packet overhefd  can be as long as the
interrupt time Dy 1, occurs when a new high priority worst case delay in a single hub networ;, 1 , since
request is made at Node 1 instantly afterlttewmingsig- Node 3 did also have to receive the preceding multicast data
nal was detected. Since tliecoming signal must travel  packet from Node 2 (this however is not shown in
across two links before it can arrive at Node 1, we receiveFigure 16). This follows from our considerations in part I:
for the overheadi, to be consideredOn . for the first
normal priority data packet: dy=Ppp 11 (A-2.4)

d, = Dpp_L2-2Djncom (A.2.1) The normal priority pac_ket transmission is pre-empted when
the Root hub has regained the network control from Hub 3.

After the Root hub has forwarded the packet from Node 2, it 'N€ network then serves the high priority request from
runs idle until it receives the next normal priority service 'Vode 1. The control can however not be handed over to Hub

request from Node 2. Note that this request could also be? Pefore the Root hub has finished the forwarding of the
from a different node in the network. The request is multlca_st plata pa_cket_ from Node 3. The S|gnall_|ng an_d (_Jlata
instantly granted as shown in Figure 16. For this, the Rootifansmission which is carried out for the high priority
hub hands the network control to Hub 3 and, at the samdeduest from Node 1 is the same as discussed for the data
time, sends$ncomingto Hub 2. The worst case in respect to Packets in Figure 15. If we now assume that Node 2 and
Dit L2 occurs when the high priority requeReg_H from Node 3 sent data packets of maximum skgx then we
Node 1 arrives at Hub 2 at the same time adrtbeming receive from Figure 16 for the worst case interrupt time
signal from the Root Hub. In this case, the UTP PMD of Diti2 inaLevel-2 cascaded network:

Hub 2 does not pass the request on to the Root hub since it o

must prepare itself for receiving the data packet from Node Dy 12 < 4@%?+d2+d3+d1+d4 (A.2.5)

2. If thelncomingsignal had arrived later at Hub 2, then the

Req_Hwould have travelled further across link L1 to the wherePmax/C, is the transmission time for a data packet of
Root hub. The overhead to be considered for the second datmaximum size, and, d; d; and, are the results
packet from Node 2 is denoted with  in Figure 16. It is received with the equations A.2.1 to A.2.4, respectively.
larger thanDpp L2 since it also contains the time in which

the Root hub runs idle. From Figure 16 we receivedfor by Generalization

using the delay components derived in part I: We made the same considerations as in Figure 16 for the
Level-3 and the Level-4 cascaded network. If we consider
d3 = D1y pata* PMAC_data* PTx_pata* the cascading level in the results received for the Level-1,
PRreq_t Pincom * 2MPsignal_Grant” (A.2.2) Level-2 and Level-3 topology, then we get for the interrupt
D1y patat PMAC_data® PTx_Data’ PMAC_data times:

When the Root hub has forwarded the data packet from D, |4 Zngax+d1(1)+d2(l) (A.2.6)
L= I

Node 2, it again runs idle. The idle time is equal to the idle

time observed in the single hub case. Node 2 and Node 3 Prax

then request the transmission of a normal priority packet by Dit L2 < 40g =+ dy(2) +dy(2) +d3(2) +04(2) (A2.7)
signallingReq_Lto Hub 3. As in the single hub case, the

worst case occurs when thReq_H signal from Hub 2 Dy L3S egpg_%dl(a)mz(a)+d3(3)+d4(3)+d5(3)+d6(3) (A.2.8)
arrives at the Root hub just after the normal priority request B !

from Node 2 has been granted. TReable_High_Only |t can be observed that the maximum number of normal pri-
(Ena_HQ signal is not signalled across link L2 before the qrity data packets which are served by the network before
data packet from Node 2 has been fully received at the RoOthe normal priority service is pre-empted is equal to the
hub. From Figure 16 follows for the per-packet overhéad  ymber of UTP links in the data path. In a Level-5 cascaded
to be considered for the third packet from Node 2: topology, as many as ten normal priority data packets can
b D _ . thus be served by the Root hub before the high priority
Lo pepam | Rea H - Signal Grane (A.2.3) request is granted. The per-packet overheads in equations
Tx-Da TMAC da TTx Dam TMAC da A.2.6, A.2.7 and A.2.8 are computed using the functions
After Hub 3 has forwarded the data packet from Node 2, it d,(N) , whereN is the cascading level arid a packet index.
keeps the network control and serves the normal priority The functions provide a generalized way to compute the
request from Node 3. Thenable_High_Onlysignal from per-packet overhead in all topologies(2) aiyd2) for
the Root hub always arrives at Hub 3 after this decision hasexample provide the overhead of the first and fourth normal
been made. The network control is thus not returned untilpriority data packet irb; > , and are thus identical with the
the data packet from Node 3 has been fully repeated. Theequations A.2.1 and A.2.4, respectively. If we generalize the

d +2[D



equations A.2.6, A.2.7 and A.2.8 then we receive for the Gs(N) = MAX ((Dpp_ LN

Level-N cascaded topology: (3D, pata*2Pyac_data" PreqH2Pincom®  (A.2.16)
o 2N NU_BST* Bgipnal Grant' PTx_Data™ PMAC_datd))
D. < oN-EEXL N g (N) (A.2.9)
N < i; ' d7(N) = MAX ((Dpp_L);
. . (4 EDTx_Data+ 8 EDMAC_data+ DReq_H_ 3M)hcom™ (A' 2'17)
wherel1<N<5 . The generalization of the per-packet over- N ST+ Dot Grant® OTx_pata® PMaC, daid))

heads for packets with an even index is straightforward.
Observing the results for the Level-1, Level-2, Level-3 and
Level-4 topologies, we get for the corresponding functions
d;(N) in equation A.2.9:

The results for the functiond,(N)  amigl,(N) are straight-
forward to derive by observing the results for the lower cas-
caded topologies. This is however omitted here.

In Figure 16, one can observe that the idle times increase

dp(N) = Dpp IN-NDDjcom (A.2.10) the interpacket gaps between subsequent normal priority
d4(N) = Dpp_ L (N-1) (A.2.11) data packets. We found that these idle times further increase
dg(N) = Dpp_L (N-2) (A.2.12) in higher cascaded topologies. They however do not lead to
45N) = Dpp_L (-3 (A.2.13) a significant increase of the worst case interrupt titpe

Using the numerical results computed for the Grant-,

Incoming- and the Data signalling delay in part | of this
whereD,, 1IN and,,  n-1y for example are the worst case , : . .
PR PR aper, the impact is only in the order of a few microseconds.
per-packet overhead in the Level-N and Level-N-1 cascaded_ . . L
. . his is because the Grant signal, which is sent after each
topology, respectively. The results for the functiah@\) . : . .
h ; ) . . ! idle time, can travel about twice as fast as the Incoming- or
with an odd index are more complicated since they also . .
the Data signal. The worst case per-packet overhead is thus

describe the idle times which we e.g. observed for the Root

hub in Figure 16. We further made two worst case assump_not always achieved with a maximum idle time. Instead, the

tions for all cascading levé\: first that each Grant signal is maximum interpacket gap often occurs when the normal
delaved by an recgdin idle burstBST, and secgndl priority request is instantly granted and the Grant signal is
that 3;" er)f ackF()et overhgads are at_least, as Hiy as y delayed by a preceding multicast data packet. In this case
per-p ) kg A . - the per-packet overhead beconmgs (n , as we described
Both assumes that the receiver of the next Grant is alwaysfor a Level-2 network in Aopendix A1
also a receiver of the last data packet. Since this assumption Using equation A.2.9 tf?ge uatio.né A210-A217 and
is however not always true as can be observed in Figure 16 g eq <9, the equs R
R . the delay components derived in part | of this paper, we
this insignificantly increases the computed upper bound. It omputed the worst case interrupt time for all valid cascad-
however enables a simple generalization of the results for alf

cascading level. By adding these two assumptions to themg level N. The results for 5 m, 100 m and 200 m UTP

. cabling are shown in Table 6. A comparison of these results
results received for the Level-1, Level-2, Level-3 and Level- . . . .

. : . . . with the results measured in our test network is provided in
4 topologies, we got for the functions with an odd index in

! section 4.2.
equation A.2.9:
d;(N) = MAX((Dpp_LN)
(P1y_pata* Preq_H" (A.2.14)
N 1_BsST+ DSignaxI_Grant+ DTx_DataJr DMAC_data)) )
dy(N) = MAX((Dpp_LN) §
@ EDTx_Data+ DMAC_data+ DReq_H7 Dincom* (A-2 . 15)
NOL_BST+ I%ignaI_GramJ' DTx_Data+ DMAC_datQ))
UTP-Cable Cascading LeveN
Length 1 2 3 4 5
5m 259.22us 545.45us 861.34us 1208.57ps 1586.58us
100 m 261.92us 554.11us 878.07us 1236.06us 1628.23us
200 m 264.77ps 563.23us 895.74us 1265.70us 1673.11ps

Table 6. Worst Case Normal Priority Service Interrupt Times in Cascaded 802.12 Networks using UTP Cabling.
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