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Abstract— This paper presents a conceptual model for privacy 
policies that takes into account privacy requirements arising 
from different stakeholders, with legal, business and technical 
backgrounds. Current approaches to privacy management are 
either high-level, enforcing privacy of personal data using legal 
compliance, risk and impact assessments, or low-level, focusing 
on the technical implementation of access controls to personal 
data held by an enterprise. High-level approaches tend to 
address privacy as an afterthought in ordinary business 
practice, and involve ad hoc enforcement practices; low-level 
approaches often leave out important legal and business 
considerations focusing solely on technical management of 
privacy policies. Hence, neither is a panacea and the low level 
approaches are often not adopted in real environments. Our 
conceptual model provides a means to express privacy policy 
requirements as well as users’ privacy preferences.  It enables 
structured reasoning regarding containment and 
implementation between various policies at the high level, and 
enables easy traceability into the low-level policy 
implementations. Thus it offers a means to reason about 
correctness that links low-level privacy management 
mechanisms to stakeholder requirements, thereby encouraging 
exploitation of the low-level methods. 

Keywords - privacy policies, policy hierarchy, policy refinement, 
conceptual model 

I.  INTRODUCTION 
Enterprises manage and administer huge sets of personal 

data which are collected as part of normal business practice. 
This process is complex and involves meeting a wide range 
of requirements, including the need to satisfy data protection 
laws and privacy, as well as any service requirements made 
by the enterprise or the consumer. Often such requirements 
are captured in the form of a policy or policies. However, 
there is not yet a unified view of the different approaches to 
policies existing in an enterprise. This makes it hard to 
guarantee that the combination of the various 
implementations does indeed meet all the requirements being 
made of the enterprise and is aligned with legal 
requirements. Furthermore, the process of assessing this 
alignment is subject to human error.  

In general there are two extreme approaches to 
management and enforcement of privacy policies. There is 
firstly a pragmatic approach: driven mainly by risk 

assessment and risk management and tailored to current 
business practices. It involves identifying suitable high level 
policies and points to act on, but then typically requires the 
deployment of pragmatic control points, which are very 
dependent on the specific scenario/environment. The control 
points enforcing policies are often hardcoded within 
applications and services in an ad hoc way, and so cannot 
easily be reused in different scenarios and organisational 
contexts. However, this seems to be the norm in business 
practice today. 

On the other hand, frequently research in this space tends 
to focus instead on a purely technical approach and narrowly 
propose yet another language or formal model for security, 
access control or obligation policies without taking into 
account legal, business and operational requirements. Hence, 
related policy languages might be too generic or detached 
from real requirements; often these languages and models 
are of interest to the research community but seldom widely 
adopted in real environments. We believe that there is a 
major gap between the two approaches and that there is a 
unique opportunity to combine aspects of each and provide 
mechanisms to bridge the two.  

Our approach is to develop a conceptual model rich 
enough to describe high-level policies typically expressed in 
natural language, and structured to support their refinement 
and mapping into low-level technical policies for practical 
enforcement in an information system. In the EnCoRe 
(Ensuring Consent and Revocation 1 ) project, we are 
exploring this approach while specifically focusing on an 
important aspect of privacy: the management of data 
subjects’ (users’) preferences with regard to the handling of 
their personal data. In EnCoRe such preferences actually 
equate to expressions of consent and revocation relating to 
rights to handle and process personal data. 

This paper is structured as follows: we discuss related 
work in Section II. In Section III we analyse the advantages 
and disadvantages of current approaches to privacy 
management and proposes a hybrid approach to the 
development and enforcement of privacy policies, which 
takes into account:  

• legal, security and business requirements,  

                                                           
1 See http://www.encore-project.info. 



• the outcomes of risk and privacy impact 
assessment,  

• what is feasible technologically. 
Section IV presents a practical example of policy 
enforcement for consent and revocation. Section V presents 
our initial conceptual model and VI concludes our 
discussion. 

II. RELATED WORK 
There are some structured databases of privacy laws that 

are being developed. In particular, the Governance, Risk 
Management and Compliance Global Rules Information 
Database Initiative (GRC-GRID) [21] has begun to create a 
DB of international “rules, regulations, standards, and 
government guidance documents”. Similarly, Archer 
Compliance Management solution [22] allows creation of a 
personalized workspace to set up standard reports.  

IBM and Sun have done some research on privacy policy 
management such as EPAL [9] and XACML [5] which are 
low level privacy policy languages and not well suited for 
human user understanding.  Other privacy policy languages 
are … 

Translation of legislation/regulation to machine readable 
policies has proven very difficult, although there are some 
examples of how translations of principles into machine 
readable policies can be done: Privacy Incorporated Software 
Agent (PISA) project [14] (where privacy principles derived 
from [15] were modelled and used as a backbone in 
conversations between agents [16]), P3P [17,18] (where user 
privacy preferences were matched against web site privacy 
statements) and PRIME [19] (involving the definition and 
usage of various types of user and service side privacy 
policies).  It is an open problem how to interpret and model 
arbitrary laws: it is a much easier problem to map company 
policies to lower level implementable policies, or human-
readable output. HP Privacy Advisor [23] represents 
company policies in a machine readable format and analyses 
these to provide human-readable customized output relating 
to specific circumstances. In the Sparcle project [20], IBM 
Research built an editor to support transforming natural 
based policies into XML code that can be utilized by 
enforcement engines. This makes it easier for non-experts to 
input rules into the system, but the output format itself is not 
user friendly and is targeted towards machine execution. The 
REALM project [11] from IBM Research has also worked 
on translating high level policy and compliance constraints 
into machine readable formats.   In addition, Breaux and 
Antón [13] have carried out some work on how to extract 
privacy rules and regulations from natural language text. 

III. POLICY LAYERS AND DEPENDENCIES IN 
ORGANISATIONS 

Organisations need to cope with a variety of policies and 
constraints that emerge from many different sources, 
including legislation (national and international), societal 
expectations, business requirements and (where appropraite) 
individual preferences expressed by users and customers. We 

concern ourselves here specifically with those policies 
relating to the handling of personal data and privacy.  

Whilst privacy requirements are in general context 
dependent we believe that there are a core set of privacy 
concepts which are common and underpin the various 
controls designed to deliver privacy against this varying set 
of requirements. They are, in effect, a tool box which can be 
utilised depending upon the unique requirements of the 
situation. But, due to the heterogeneity of the policies and of 
the languages in which they are expressed, it may not be 
always obvious what the core requirements are. However, if 
these are clearly identified, we will be able to better 
formalise and classify privacy-related policies, laws and 
technical solutions enabling a simplification and easier re-
use of the technologies and methodologies designed to 
implement such policies. Further, the extraction of such core 
requirements might make it easier to compare privacy 
legislation with the technical implementation of privacy 
constraints in a product. 

We consider policies to fit within a layer model which in 
itself represents a hierarchy of policies. In this model, high-
level policies express general requirements and rights that 
individuals have with regards to their privacy, as embodied 
typically in the law, business and regulatory requirements as 
they contain general constraints on business practice with 
regards to personal data. At the highest level of the 
classification, there is a set of requirements which are set out 
by international agreements and directives, such as the 
European Data Protection Directive or the EU Safe Harbour 
agreement. Further, many countries have national data 
protection legislation, such as the Data Protection Act 1998 
in the UK, or HIPAA, GLBA, SB 1386, COPPA and various 
State Breach laws in US. With regards to regulation in 
particular, there are export and transborder flow restrictions 
on personal data that need to be enforced. Privacy laws and 
regulations constitute the topmost layers of policy hierarchy 
regarding personal data with which an enterprise must 
comply. Such policies are often expressed in natural 
language as is typically the case with related data subjects’ 
preferences. 

At this high level of abstraction, security requirements 
may include adherence to the Sarbanes-Oxley Act (SOX) for 
financial reporting, or the PCI Data Security Standard (DSS). 
These may be refined to a set of policies at a lower level. 
Similarly, business requirements include contractual 
obligations, information lifecycle policies and the 
enterprise’s own internal guidelines. All of the above 
influence how personal data is collected, stored and 
administered. 

Low-level policies are those which describe how privacy 
requirements are implemented in a particular piece of 
hardware, or in software that handles personal data. Such 
policies comprise detailed conditions on how particular data 
may be handled within a system: often these are just 
statements prohibiting particular accesses of the data, in 
which case they are referred to as access control policies. 

At lower levels there are various operational and 
technical policies that are machine readable and enforceable 
by policy management frameworks, e.g. [1,4,6,19]. Among 



these there will be policies expressing how a particular class 
of data is to be treated, and these are only specific to the data, 
not to the system implementing the policies. Even more low 
level will be policies that are system-specific, and cannot be 
ported directly to other privacy-preserving platforms. For 
instance, policies specific to a particular health information 
system may contain specialized fields that do not exist in 
other similar systems. Figure 1 below is a diagrammatic 
representation of the different layers within which privacy 
policies are implemented. High level are policies relating to 
the layers from “Application/Service Layer” and above, 
while the layers below consist of low level policies. The 
preferences of a data subject can be considered as belonging 
between the business and legal layers. 

 

 
What is clear from the above analysis is that the origins 

of privacy requirements which an enterprise has to meet are 
very diverse, and they arise at many different levels of 
abstraction. In an ideal world, lower level policies should 
always be the result of refinements, or special cases, of the 
higher level ones.  In the real world high-level requirements 
change over time. Data subjects and data controllers (service 
providers) will all exercise choice relating to their 
preferences and risk appetite. This will make it impossible 
for a system to always be a correct refinement of 
requirements, as it will take time for choices to be 
implemented. It will be for the data subjects to decide 
whether they are being offered appropriate service levels 
regarding the response to their choices, and for service 
providers to determine what level of guarantee is appropriate 
for their business model. Law and regulation will also evolve 
over time, although much more slowly and in a manner 
which should give enterprises sufficient time to ensure that 
they are addressing (or at elast attempting to address) 
changes to related policy requirements. Privacy requirements 
are so heterogeneous that is not always possible to treat them 
consistently, and yet it is necessary to ensure that all these 
assorted requirements are simultaneously met for the correct 
functioning of society.  

A key assumption in our definition of a hierarchy, as 
opposed to a loose grouping of policies by theme and/or 
level of detail, is that there is a relation of containment 

between the different levels described. It should often be the 
case that higher-level policies express requirements that 
should be made more explicit (refined) in lower-level ones. 
In that sense, higher level policies contain requirements 
expressed at the lower levels, albeit in a more abstract or 
generic form. This justifies their placement at the upper level 
of the hierarchy. The more formally a policy can be 
expressed, the more chance we have of creating automatic 
enforcement mechanisms reusable technology. However, 
there will always be policies which are, by design, open to 
interpretation and requiring human intervention.  

One might classify current research in privacy policy 
description, management and enforcement using Figure 2. 
The vertical axis represents the varying levels which policies 
are expressed at ranging from high-level (legal, regulatory) 
to low level (security/access control policies and user 
preferences). The horizontal axis characterises the degree to 
which policies are formalised, ranging from natural language 
to machine readable formats. 

A significant amount of research falls into quadrant III. 
This is no surprise as the development of policy languages 
goes hand in hand with the development of machine readable 
descriptions of low-level technical policies.  

It is evident from the figure that there are many other 
viewpoints and levels of abstraction that are of concern in 
policy management, and that there is scope for much work in 
the areas labelled as quadrants I, II and IV.  

 
 
 
    
    
    
    
    
    
    
    
    
    
 
 
 
 
 
 
Quadrants II and III pertain to the low-level policy 

implementations and the degree to which they directly 
implement requiremetns expressed in natural language 
versus machine readable formats. Specifically, we see that 
there is a research opportunity providing a link between 
natural language requirements and policy implementations 
(II), whereas those requirements expressed directly into 
machine readable formats are a good fit (III). In reality we 
expect most requirements to begin life in II and that system 
implementations find ways of pulling these into III. Our 
conceptual model is designed to provide a formal framework 
within which tracability between requirements expressed in 
II can be linked to corresponding requirements in III. 

legal 
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high-level policies 

risk 
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risk 
management 

regulation

high-level approaches

access control 
policies 

user preferences 

XACML, P3P  
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low-level policies

Figure 1. The different layers in which privacy 
policies are implemented. 

Figure 2. Policy layers versus description and enforcement 
approaches. 

 



Quadrants I and IV pertain to mapping of high-level 
policies directly into machine readable formats. Here the 
research question is to understand just how much of this kind 
of policy is ambigious and requires context-dependent 
human intervention. We focus on ensuring that our 
conceptual model is rich enough to describe all of these high-
level policies, so that where core privacy requirements can 
be identified we can directly map into formalised a machine 
readable formats to support technology controls.  

The specific area of management of privacy policies, 
security constraints, consent and revocation [2] is of 
particular interest because it is at the intersection of 
legislation, user requirements and management of privacy 
and security technical policies within and across 
organisations. What is particularly desirable is to devise an 
intermediate representation of policies that embodies high-
level requirements whilst being directly translatable to 
(potentially existing) low-level policies or access control 
languages such as XACML [5], EPAL, P3P [3], P-RBAC 
[6], and the like. Such a representation should not be tied to a 
particular implementation language.  

It may be argued that our definition of a hierarchy for 
privacy policies is arbitrary, as the level of detail contained 
in privacy-related documents, from international legislation 
down to business and regulatory policies, varies substantially 
by domain of application. It is the case that how the 
hierarchy is defined is heavily context-dependent. Our 
classification is based on research within EnCoRe, taking 
into consideration privacy requirements coming from a 
variety of sources (including legal, social and tehcnical ones) 
related to the following scenarios: 

• Employee data held within an enterprise 
• Biobanks 
• Assisted living 

We expect that these case studies will guide our intuition 
regarding a core, common set of privacy requirements, and 
hence suggest the evolution of our conceptual model. 

IV. EXAMPLES OF POLICY RULES IN DIFFERENT LAYERS 
Access control and privacy policies related to the  protection 
of personal data typically contain stipulations about: 
• for which purposes a data processor may collect 

personal data 
• which types of personal data are considered sensitive, 

and hence are subject to additional restrictions 
• for how long collected personal data may be held 
• whether and how personal data may be shared with 

third parties 
• which actions a data processor must take in case of a 

privacy breach 
These reflect privacy principles that are common to 
different levels of policies in the hierarchy presented in 
Section II. What is desirable is to have a uniform conceptual 
representation of the policies defined in the different layers. 
We consider here some of the distinctive features of these 
different types of policies, and for some we identify a 
general format; this is precisely what is needed for a 
conceptual representation. In future work we hope to find 

the structures that are common to all the different types of 
policies and to characterise them in a formal manner. 

An example of a high-level policy is the set of data 
protection principles set out in the Data Protection Act. 
These principles (paraphrased versions of which follow) 
require that personal data shall: 
• Be processed fairly and lawfully and shall not be 

processed unless certain conditions are met; 
• Be obtained for a specified and lawful purpose and 

shall not be processed in any manner incompatible 
with that purpose; 

• Be adequate, relevant and not excessive for those 
purposes; 

• Be accurate and, where necessary, kept up to date; 
• Not be kept for longer than is necessary for that 

purpose; 
• Be processed in accordance with the data subject’s 

rights; 
• Be kept secure from unauthorised or unlawful 

processing and protected against accidental loss, 
destruction or damage by using the appropriate 
technical and organisational measures; 

• Not be transferred to a country or territory outside the 
European Economic Area, unless that country or 
territory ensures an adequate level of protection for the 
rights and freedoms of data subjects in relation to the 
processing of personal data. 

 
Such legislation may be translated into policies, but for 

some of these, refinement and/or interpretation will be 
necessary in order to translate these into operational 
(technical) policies, and this is easier to do with some 
policies than others. For example, it is straightforward to do 
this with notification requirements and some forms of 
transborder data flow, but not for transparency and 
adequacy requirements. 

An example of a simple related privacy-aware access 
control policies could be conceptually expressed as an 
if...then...else rule: 

 
Target: Personal Data D 

if (Data Requestor wants to access 
personal data D for Purpose P)  
and (data subject has given consent 
for this data)  
then Allow Access  
else Deny Access 
 

Similarly, for transborder data flow, rules may also be 
represented in the same form, such as: 
 

if (all source countries are members 
of EEA and all target countries are 
members of EEA)  
then (no problems with transborder 
data flow) 
 



This type of rule is not an access control policy or an 
obligation policy, but is a different type of policy – a 
‘compliance policy’. 

Notice and notifications require checking for 
“triggering” conditions and the context. Again, an 
if...then rule could be used to capture these concepts . 
For example: 
 

if (<country legal entity resides 
in> is member of [Belgium, 
Portugal])  
then (provide notification) 
 

This is more like an obligation policy, but note that it is 
not triggered by access control [1]. Another example would 
be that if there were a data breach then it would be 
necessary to notify the legal authorities and end users. This 
is an obligation policy, of a type that is triggered by an 
event. 

The key point here is that it is possible to identify some 
common patterns and concepts across these types of policies 
along with intermediate representations (e.g. rules) that are 
independent of underlying technical policies but which may 
nevertheless be fairly directly mapped onto these. 

A similar analysis of policies can be made from a 
business and security perspective. Business policies, for 
example, relate to the treatment of information throughout 
its lifecycle, and that are also relevant to consider as 
background. These include: availability and recovery time 
policies, change control policies, binding contractual 
arrangements with third parties, service level agreements 
(SLAs) and IT governance policies. Also in this category 
are internal guidelines (that can map onto access control 
policies, obligation policies and/or compliance policies), 
and contractual obligations, which could relate to clauses 
included in contracts with clients, or to information 
contained within SLAs, etc. 

Security requirements and related policies often 
originate in information security standards dictating 
methodologies and common security practices. These 
include: PCI DSS, Standard of Good Practice for 
Information Security, OCTAVE and CORAS (these two are 
risk management methodologies), ISO 27001/2 (an 
international standard outlining best practices), BS 
10012:2009 (a British standard outlining best practices); 
DoD MIL-STD-1629A (a US Department of Defense risk 
management methodology). Examples of requirements from 
PCI-DSS are: restrict access to cardholder data by business 
need to know; track and monitor all access to network 
resources and cardholder data 

Usually these security requirements dictate constraints 
on who can do what on which protected resource, given a 
specific context. Conceptually this can be expressed in 
terms of access control policies: 
 
 

Target: Resource X 
if (Data Requestor is User U/Role 
R in Context C)  
then (Allow access to X)  
else (Deny access) 

 
At a conceptual level we notice similarities about how to 

represent these constraints across different domains.  
In the specific case of management of personal data,  

privacy and security concepts can be conceptually bundled in 
a uniform representation. For example, both privacy and 
security constraints could be represented in the same 
if...then...else rule model: 
 
Target: Personal Data X 

If (Data Requestor is User U/Role R 
in Context C)  
and (Data Requestor wants to access 
personal data D for Purpose P)  
and (data subject has given consent 
for this data)  
then (Allow access to X)  
else (Deny access) 
 
The above examples are meant to show the value of 

being able to explicitly and uniformly represent the concepts 
and constraints involved in different types of policies as a 
way to reason about them. We believe that a conceptual 
model should provide a way to consistently represent all 
these concepts across different domains without the 
constraints induced by any specific “technical” language.  

To ensure continuity of the mapping between different 
layers, these requirements and policies need eventually to be 
mapped into enforceable technical policies, for example in 
languages such as XACML. This is where most of the 
conceptual gaps can be identified as well as the limitations 
of current technical approaches to policy languages. In the 
case of technical policies, we need to take into account a 
variety of details, for example where personal data and data 
subjects’ preferences are stored, how to express constraints 
in a way that can be automatically enforced, how to deal 
with consent and revocation, etc. An example is given in the 
following diagram, described in full details in [4]. 
 



 

Figure 3. Privacy-aware Access Control. 
 
In this example, a basic privacy-aware access control policy 
(in a “pseudo” conceptual representation) could look like 
the following: 
 
Target: <Database:DB1, Table:T1> 

if (DataRequestor.role is “employee” 
and DataRequestor.intent is 
“Marketing”)  
then ((Allow access to T1.Condition, 
T1.Diagnosis) 
& Enforce (Consent)) 
else if (DataRequestor.intent is 
“Research”)  
then 
(Allow access to T1.Diagnosis) & 
Enforce (Consent)) 
else (Deny access) 
 

This policy could be potentially mapped in technical 
policies such as XACML. However, an accurate analysis of 
the example policy above [4] highlights that the 
management of “conditional YES” is required i.e. 
postponing the check of consent at the Policy Enforcement 
Point (PEP). In this context, the Policy Decision Point 
(PDP) can only highlight the set of constraits/conditions that 
need to be checked and enforced at the enforcement time.  

This cannot be easily achieved with the current XACML 
representation. As a result, in the EnCoRe project we had to 
“twist” the language and framework to achieve the desired 
outcomes.  

A conceptual representation of policies would have 
enabled reasoning about them as well as the identification of 
constraints to be satisfied by the underlying levels.  

What is desirable is to have a uniform conceptual 
representation of the policies across the different layers. In 
this section we have briefly discussed some of the 
distinctive features of the different types of policies, and for 
some we have identified a potential conceptual format; this 
is a first, initial step towards a full conceptual 
representation. In future work we hope to find the structures 

that are common to all the different types of policies and to 
characterise them in a formal manner. We have already 
developed elements of a formal access control model for 
consent and revocation that can be directly leveraged in this 
work. 

V. FORMALISING THE CONCEPTUAL MODEL 
The examples of policy rules we have given so far 

demonstrate several different forms that privacy 
requirements take in real business applications. It is 
desirable to be able to automatically enforce as many policy 
rules as possible; for this, a machine-readable representation 
of the different forms of requirements is necessary. 
However, the purpose of a conceptual model is to provide a 
representation that enables human systematic reasoning 
about policies while at the same time being convertible into 
machine-readable code. 

A conceptual model defined in a strict mathematical way 
would have the benefit of being completely unambiguous, 
but it would likely be too restrictive, especially if it is 
intended to capture privacy laws and regulations. A more 
flexible approach would be to describe privacy requirements 
in a semi-formal manner. One can be very systematic and 
formal about the purpose of different policy rules, and in 
terms of syntax it should be possible to identify the main 
patterns of usage that occur in privacy requirements.  

To illustrate this last point: above we identified policy 
rules as typically having the structure if <some condition is 
met> then <action1> else <action2>. The syntax and 
semantics of the conditions and actions allowed in such 
rules are essentially informal. However, our analysis shows 
that there are at least the following core set of rule types: 
• notification rules: such rules describe when and how 

data subjects should be notified regarding accesses, 
uses, and transfers of their personal data. Such rules 
appear in low-level policies – forcing an implemented 
system to send email or instant messages when a 
condition is triggered – as well as in high-level policies 
and legislation: the Data Protection Act, for example, 
specifies that data subjects can make subject access 
requests (SARs), forcing a data controller to notify 
them of any data held about them, for which purposes, 
and with whom this data has been shared.  

• access control rules: such rules specify who can access 
data held by an enterprise; for instance, personal data 
about employees should only be available to the HR 
department and to the employees (on an individual 
basis).  

• update/creation rules: these rules express who is 
permitted to modify personal data that is held, and 
under which conditions. The right to update data or 
even create new data is usually reserved for the data 
subject, and certainly such a right exists in legislation. 
Rules specifying who can perform such changes to data 
held typically take into account the role of the parties 
making them (cf. role-based access control).  



• protection rules: there will be rules specifying 
protections on particular data, usually protections of a 
technical nature, such as encryption. These are most 
easily described in technical, low-level privacy policies, 
since the parameters and algorithm for encryption can 
be explicitly defined; however, requirements for 
encryption are increasingly found in privacy regulation 
and company privacy policies. 

 
These rule types are the essence of our conceptual 

model, and provide a natural means of expressing both high-
level policies and setting requirements for low-level 
implementations. They enable the expression of actions 
assocaited with granting and revoking consent for the use of 
personal data. The full conceptual model encompasses a 
formal syntax and semantics, which is presented elsewhere 
[24].  

VI. CONCLUSIONS AND FUTURE WORK 
We have discussed in this paper issues to do with the 

description, management and enforcement of policies in 
organisations. Specifically we highlighted the gap existing 
from a high-level approach to policies driven by risk and 
privacy impact assessment and low-level technical policies. 

We strongly believe this gap needs to be filled to enable 
continuity of requirements and constraints across all these 
levels and enable proper enforcement of policies. To 
achieve this we proposed the adoption of a conceptual 
policy model, to enable reasoning and mapping of concepts 
at lower levels of abstraction. 

In our analysis we illustrated: the range of privacy policy 
levels that exist (each level corresponds to a different layer 
of abstraction) and some of the related, distinctive 
requirements; elements of a conceptual model which 
characterises the properties of these different types of 
policy; first thoughts on an access control model which 
might be used to describe different types of policy rules in a 
uniform way, with an emphasis on user preferences. 

Our future work will seek to validate and refine our 
conceptualisation of a policy hierarchy, specifically with a 
view to ensuring that our conceptual model for privacy 
policy is rich enough to cater for all needs. We will also 
investigate the utility of the conceptual model by application 
to case studies, initially within the EnCoRe project. We hope 
to be able to identify core privacy properties across the case 
studies, which can be easily mapped into reusable low-level 
control mechanisms. We also hoep that this will offer 
opportunities to simplfy the human interfaces, and reduce the 
amount of human intervention required making it simpler 
and more cost effective. 
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