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Abstract.  The aim of this paper is to set the context for the management of consent and revocation in enterprises, create 
awareness and so pave the way towards better and improved practices in this area. A number of international laws and 
regulations mandate (to some degree) that individuals should be enabled to express their consent for the usage of their 
data and subsequently be allowed to revoke it.  Unfortunately the practical implications and management of consent and 
revocation are not yet fully understood and taken into account, apart from on an ad hoc basis. Key involved aspects are: 
allowing individuals to retain some control over their personal data; ensuring that consent and revocation can be en-
forced by data receivers. This paper addresses questions such as the following: What are the key requirements and prac-
tical implications of handling consent and revocation, for individuals and organisations (data receivers)? How can we 
enable people to effectively express their consent when disclosing their personal data and, subsequently, to revoke it? 
How could we enable organisations to manage and enforce consent and revocation?  We focus on an enterprise scenario, 
as a significant example. We discuss requirements and open issues. We provide a reference model for the management 
of consent and revocation and illustrate some technologies that could be used to animate it. This is work in progress. 
Further research will be carried out in the context of the multi-disciplinary, collaborative EnCoRe project. 

1   Introduction 

It is common practice, for enterprises1 and other organisations, to collect personal data and other confidential information, 
in order to provide services to individual consumers and enable business transactions. This data is usually stored, proc-
essed, aggregated and shared with third parties. In addition to enterprises, government agencies and e-commerce sites, new 
web 2.0 social networking sites (e.g. Facebook, LinkedIn, YouTube, etc.), federated and cloud computing services  are 
increasingly collecting and using personal information. This data can range from personal and financial information to 
personal pictures, videos and descriptions of personal experiences and life matters. 

People are raising concerns about the lack of effective control over their data, once it has been released and the fact that 
this data could be misused or shared with other parties without proper consent. In essence, these concerns involve security 
and privacy aspects. The main risk is that personally identifiable information (PII) (i.e. personal data) could be used or 
exposed even if this is not required to achieve an agreed goal or there is no authorization. Individuals, in general, are not 
aware of how their personal information is actually used, for what purpose and which parties have a copy.  An interesting 
example, highlighting these concerns, is that “88% of individuals want sites to gather their consent” [1] (cf. [2]). Another 
example is that over 72% of people surveyed do not know that charities do not need permission to sell or rent their names 
and addresses to other charities [3]. 

In theory, prior to disclosing their data and giving any consent, individuals should be informed about: the purpose(s) for 
which it will (or may) be used; the destination of the data; its expected retention time; the amount and the sensitivity of the 
information exchanged; if and which other parties are involved; whether the data will be shared onward; if the consent to 
use this data can be revoked. Laws (e.g. EU Data Protection Directive 95/46/EC, HIPAA, COPPA, etc.) and privacy 
guidelines [4, 5] are already in place and (to some degree) mandate this, but there is little assurance that they are actually 
enforced. The terms of consent for using personal data for specific purposes, under certain conditions, and any subsequent 
revocation of this consent will determine how personal data should be handled once it has been disclosed.  

In practice, even good-willing organisations struggle to take into account and enforce individuals’ preferences and con-
sent statements. Some organisations do not even fully know where customers’ and other individuals’ data is stored in their 
IT infrastructures, who can actually access it and how it flows around. The management of revocation of previously stated 
consent is even more obtuse. Data is usually copied, moved around, in different systems and can be released to other par-
ties. Consent declarations rarely follow this data. In this context, managing revocation could be hard if not impossible. 

The concepts of consent and revocation are not new, at least from a legal perspective. However, little progress has been 
made on understanding the practical implications, in particular within large organisations, including actual requirements 
and potential technical approaches to satisfy (part of) them. Further complexity comes from changing legal requirements 
(and the global complications), and hence the difficulty of organisations in being compliant and also knowing whether or 
not they are compliant. In this paper we take these legal notions into account but it is beyond our scope to provide an 
analysis of all related laws and regulations.  

                                                           
1 In this paper, we use the term “enterprise” to refer generically to any commercial or non-state organisation. However, many of the 

points we make are equally applicable to state organisations. 



The key problem is how to effectively enable individuals to express their consent for the usage of their PII data and 
(subsequently) to revoke this consent if they change their minds. A related important problem is how to enable enterprises 
to effectively manage and enforce both consent and revocation. Complexity in providing consent and expressing privacy 
preferences could undermine trust and individuals’ willingness to further disclose personal information and engage with 
web services [6]. Ad hoc and reactive approaches to the management and enforcement consent and revocation by organisa-
tions also limit their chances to effectively address the problem, especially when this is coupled with the current inade-
quate audit and tracking approaches for personal/sensitive information. Progress needs to be made in this space: there is an 
opportunity for research and development of new solutions that take into account current IT and organisational constraints.  

The remaining part of this paper is structured as follows. First, we discuss our understanding of consent and revocation. 
We only briefly touch upon legal aspects: this is a complex area globally and is being looked into within the EnCoRe 
project (Ensuring Consent and Revocation) [7], a multi-disciplinary, collaborative project that focuses on consent and 
revocation. We then discuss open issues and problems.  We derive a set of basic requirements for organisations to support 
their management and for enabling individuals to handle consent.  We discuss a high level model of what is required (at a 
conceptual level) to move towards the management of consent and revocation. We illustrate some of our technologies and 
solutions that could support some of the requirements and animate part of the high-level model. We discuss related work, 
current results and our next steps, including our involvement in EnCoRe [7]. 

2 Enterprise Scenario  

We consider an enterprise scenario where personal data (of customers and employees) is collected, stored and handled 
by people within the enterprise, applications and services. This scenario is significant and representative, as we believe 
that similar needs, requirements and observations (for consent and revocation management) also apply in other related and 
emerging scenarios, such as cloud computing and federation of web services scenarios.   

Personal data can be gathered by different sub-organisations within the enterprise (e.g. customer care department, help-
desk and customer-relationship management services, web services to sell products, etc.). A variety of human and auto-
mated processes can affect data. Data can be moved around, within the organisation, for processing purposes, e.g. to deal 
with financial transactions, to handle help-desk requests, for marketing and research purposes. In this scenario, data can 
also be aggregated and manipulated. Under some circumstances, it can flow outside enterprise boundaries, for example in 
case some of its services are provided in a context of supply-chain or by outsourced applications. 

Individual end-users (data subjects) can interact with the organisation in multiple ways, ranging from potential anony-
mous interactions (e.g. querying for information online) to the point where personal details need to be disclosed to enable 
further interactions (e.g. purchase, delivery of goods, etc.). In this context, individuals make decisions about how to pro-
ceed, for example in terms of disclosing data, based on a variety of factors, such as reputation of the organisation, per-
ceived level of trustworthiness and degree of risk, perceived benefit of the transaction and clarity of the involved steps. 

We specifically consider the case of a good-willing enterprise that is interested in systematically managing consent and 
revocation. Current identity management solutions and other ad hoc security solutions used by enterprises can be used to 
protect the access and usage of data, but primarily from traditional security perspectives. Information lifecycle manage-
ment solutions (including the ones dealing with data storage, manipulation and minimisation processes, etc.) generally take 
into account business or legislative requirements (e.g. on data retention) but they are rarely driven by privacy aspects 
and/or specifically consent and revocation requirements.  

Individual preferences and consent, and their dynamic management are usually not directly factored into these proc-
esses, or are so but just in a limited way: when dealing with privacy matters, there is usually reliance on human processes, 
that are ad-hoc and subject to failures. We are interested in exploring the case where additional solutions and processes 
could be available to track the flow of data, enforce the terms of consent and revocation when accessing and managing 
data. In this context, the actual accessed personal data will depend on the context, consent specifications and deployed 
policies.  

Ideally, the enterprise should be aware of where personal information is stored and used within its boundaries and how 
and where data is flowing, across them. Risk assessment solutions should be available to assess its current compliance 
situation and make privacy-aware decisions on its practice and processes. Individuals, at the time of disclosing data, 
should be entitled to provide their consent, freely and on an informed basis, in terms of privacy preferences, related per-
missions and obligations [10]. Clarity and easiness on how an individual could express this is important. This would in-
clude the possibility for the individual to check for the status of their data, actions taken on the data, related consent state-
ments and subsequently partially or complete revoke their consent. Changes to consent specifications and revocations will 
affect the way people, applications and services (both within the organisation and in third-parties data was disclosed to) 
access and use related data. 

This scenario is far away from what can be achieved today, at least in terms of consent and revocation management. 
Nevertheless we believe it is important to set a target, analyse the requirements and suggest steps to enable enterprises and 
other organisations to make progress towards it and improve their practice. In doing this, reality-checks are important. 
Many ideal solutions could be designed and architected, but their likelihood of being adopted depends on the impact they 
are going to have on the organisation, the fact that legislations are mandating them, the risks at stake and the eventual 
mitigation factors they can provide. 



3 Analysis of Consent and Revocation 

3.1 The Concept of Consent  

The concept of consent is not new. It has been discussed in a variety of scientific papers, privacy reports and legisla-
tions (e.g. [4, 5]). In the latter, consent is often used as a synonym for “informed consent”, i.e. the voluntary agreement of 
an individual for the specific use of his personal information. Fundamentally, it is a statement that captures the willingness 
of individuals (data subjects) that their data could be used for specified purposes, under well defined conditions and cir-
cumstances. For example, individuals might be happy to allow an organisation to use their financial data for transactional 
and payment purposes or to allow companies to use their address information for delivery and sending contextual mail. 
The term “informed” encloses disclosure (the individual must know why his data is collected, who will have access to it, 
etc) and comprehension (the individual must have an accurate interpretation of what he is asked to consent to) while “con-
sent” encloses voluntariness and agreement [2]. In other words, consent should be freely (no coercion) given after the 
individual has been informed about the implications of his choices and has fully understood these implications. In order to 
translate a legitimate individual will, consent should be explicit and authentic, i.e. it should not be given by another entity 
than a legitimate individual and not be modifiable by other entities. To fulfil the former, the individual should perform an 
action that proves his consent while for the latter, the source of a consent statement must be authenticated and the integrity 
of a consent statement must be guaranteed. 

Consent can be conditional, e.g. given for specific purposes. It could be given by people on a well defined timeframe or 
just under well specified circumstances. For example individuals might give consent to use their personal data just for a 
specific business transaction. Hence there will be no consent for subsequent usages of this data. 

Consent is sometimes “confused” with opt-in/opt-out choices. These choices define criteria and conditions under which 
data can be used, for example for specific purposes (e.g. marketing, research, etc.) or to receive notifications or share data 
with generic third parties. However, opt-in/opt-out does not usually define aspects of data retention, how personal data 
should be processed or which parties data could actually be disclosed to. For example, an individual can opt-out from 
receiving further emails relating to commercial products but it does not necessarily mean that the email address is inacces-
sible or forces the organisations to remove such information. Consent can be broadly characterised by a wider set of fine-
grained privacy preferences and constraints both on personal data itself and how it should be used, such as specific per-
missions (to disclose data, for specific purposes, to specific entities) and obligations (such as on deletion or minimisation 
or anonymisation of data items, after a period of time or some events happens).  

In other words, individuals’ preferences are key aspects that qualify consent, rather than just being a mere case of selec-
tion of options, such as for opt-in/opt-out choices. 

The specification of consent makes sense when associated with (or referring to) data. It can be fine-grained, i.e. specifi-
cally refer to personal data items. It defines constraints and refines organisations’ policies on how to deal with data (i.e. 
access control, privacy and obligation policies etc.). It can be seen as “metadata” associated to personal data. 

Enforcement of consent requires that each time data are accessed by the organisation, its constraints (and any additional 
related policies) specifying how the individuals want their data to be dealt with, must be taken into account. Consent man-
agement and enforcement is of little value if it can be easily bypassed by people or applications/services. 

Complexity comes from the fact that personal data can be copied into multiple enterprises’ systems and moved around. 
If individuals’ constraints and related policies are split from the data, then violations of privacy and their requirements 
might occur. Therefore, consent and related policies should be bound to data in such a way that they cannot be separated 
from it, and data should be dealt with as specified by the individual if the needed constraints are to be met by the data 
processor. This is particularly hard to achieve when data is disclosed by an organisation to third parties (e.g. in a supply-
chain). The third party receiving the data should also comply with the individual’s consent and associated policies. Hence, 
the management of consent has strong implications for the receiving organisation (and any involved third party), in terms 
of setting robust access control and privacy enforcement mechanism, as well as solutions to enforce related obligations 
and constraints. 

Consent declarations are not static. People should be entitled to change their mind, hence consent can change over time 
and be revoked. For example, a person might have given consent to use her medical data for research purpose, for a prede-
fined period of time. She might then change her mind, and be enabled to revoke that consent, or change it, by qualifying it 
with different privacy preferences. 

3.2 The Concept of Revocation 

The concept of revocation of consent is currently not very well understood, in particular in terms of its implications for 
organisations (data receivers). 

In information technology security, revocation designates the process that renders an object (e.g. a public key, a certifi-
cate, etc.) invalid. When “revocation” is applied to the broader concept of consent, there are wider and more subtle impli-
cations: “revocation” designates the process that permits an individual to invalidate or modify previously given consent, 
on personal data. This revocation should apply to any copy or instance of this data, within the organisation that initially 
collected it and in any other third party to which this data was subsequently disclosed.  In practice this is hard to achieve. 



As with consent, for revocation requests the source of a request must be authenticated. The integrity of a revocation re-
quest must be checked.  Mechanisms must be in place in organisations to check the current state of consent, and ensure 
that it has not been revoked. A “non-repudiable” proof that “revocation was executed” should be sent to the requester. 
Revocation requests could happen at any time and need to be authenticated. Revocation should be enforced in a reasonable 
time, as requested by the individual.  

The management of revocation requests can have consequences on data stored at different places within the organisa-
tion. If personal data was copied in various systems of an organisation and also disclosed to third parties, a change of con-
sent (or revocation of consent) must be applied and notified to all the involved entities. Otherwise this would violate indi-
viduals’ privacy preferences. 

It is important to understand that revocation can be fine-grained and be qualified by attributes. It might not just be a 
matter of “turning off” the entire consent given on a set of personal data but there could be degrees of revocation, affecting 
specific data items. For example, an individual might give consent to use their personal data (including email and home 
address) for financial, research and marketing purposes, for a defined timeframe. Later on he or she might revoke their 
consent to use their email address, for any purposes beyond notifications of financial transaction, for another predefined 
period of time.    

 Revocation can be reversible or irreversible. In the above example, the revocation of consent on using the email ad-
dress could be reversible. The email address is still stored by the organisation, only the way it can be used has changed. 

The individual might have qualified their revocation request, by requiring that the deletion of the email address. In this 
case, revocation is irreversible. Further disclosures of personal data might be then required, along with new consent state-
ments. 

Depending on the context, scenario and involved parties there might be significant variability in terms of implications 
of managing consent and revocation. In the remaining part of this paper we focus on the enterprise scenario, to make some 
progress in analyzing related open issues, requirements and next steps. 

3.3 On the Management of Consent and Revocation in Enterprises 

This section aims at briefly discussing some of the implications of dealing with the management of consent and revocation 
within enterprises, and highlights some of the key open issues.  

The lifecycle management of personal data within and across organisations is affected by consent, individuals’ prefer-
ences and other constraints, along with the enforcement of access control policies and related obligations. Consent and 
revocation themselves have a lifecycle that need to be managed, impacting how personal data is managed. Figure 1 illus-
trates some of the different states of data (at different times) along with related consent.  
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Fig. 1. Consent and Revocation Lifecycle Management 

This lifecycle is triggered by individuals giving consent and changing it over time, i.e. revoking or partially revoking it 
and/or by the management and enforcement of related (obligation) policies. Consent and revocation can be qualified by 
individual preferences. They have an impact on the enforcement, monitoring and auditing or related privacy-aware access 
control and obligation policies. 

Data could have initially been disclosed by an individual with no expression of consent (so, in theory, this data should 
not be used but only retained) or have ended up in this situation, after he or she revoked consent. Alternatively, data might 



have been deleted (“No Data”), as a result of revoking consent and/or enforcing related individual preferences (inclusive 
of obligations requiring the deletion of data after a predefined period of time). 

However, it is currently hard for individuals, in the first instance, to express and/or change consent: they might not be 
allowed to do it or it may be just partially enabled. Currently there is a lack of a flexible and systematic approach to the 
management of consent and revocation, in a way that provides individual control. 

Research has been carried out to define privacy-aware access control [9, 23, 24] and privacy obligation policies [10] to 
enforce aspects of consent, when accessing or manipulation stored personal data.  

However, in practice, enforcement of consent and revocation is still a problem: actual control and enforcement points 
(such as the one required for privacy-aware access control and obligation management systems) may not be deployed 
within an organisation or might be purely driven by security policies and aspects, etc.  Most current approaches still deal 
with costly human processes that are subject to failure. This is partially due to a lack of effective processes to map consent 
declarations and changes of consent (e.g. revocation) into actionable policies and automated processes. 

It is not uncommon that organisations might not even know where personal data is actually stored, as data might have 
been copied around or shared. If data has been disclosed to third parties, there is the very complex problem of how to 
propagate consent and revocation to these third parties and how to have assurance they are going to act on them. 

Stickiness of consent to data is a related issue. Consent and revocation statements, along with related individuals’ pref-
erences can be seen as “metadata” that must stick to the personal data. This affects the enforcement of related policies and 
obligations that are contextually affected by this metadata. 

However, the data and metadata binding could be broken, when copying data, moving it around or sharing to third par-
ties.  This negatively impacts individuals’ control and the enforcement of their requests. 

A related issue is about the lack of any effective standard to represent and share consent and revocation within organi-
sation and across parties. This undermines the possibility of collaboration between good-willing organisations and requires 
the definition of limited and ad hoc solutions. 

How can we help good-willing organisation to improve and check on their practices? On the one hand there is a need 
for better processes and technological solutions to sustain them. On the other hand, there is a need for risk assurance and 
for better assurance that all the involved parties are playing as agreed. There is also a need to provide assurance to indi-
viduals about current practices and how effectively their consent and revocation requests are handled.  

This is a huge and complex research area impacting not only individuals and organisations but also legislation and stan-
dardisation. 

3.4 Analysis of Threats and Involved Risks 

When talking about privacy and specifically in this case about consent and revocation, it is also important to analyse the 
problem from an economics perspective. There is a balancing act between multiple forces that must be taken into account:  

• The actual willingness of organisations to make an effort in this space, driven by customer-awareness, trust and 
reputation matters  

• The involved costs & benefits for organisations and the need to be pragmatic 
• Infrastructural and IT aspects of organisations, current investment and operational requirements.  

No radical changes will be easily accepted, despite the possible role that laws, legislation, social pressure, etc. can have in 
influencing decisions. The actual threats and involved risks are the main drivers for organisations, influencing their will-
ingness to accept or reject any management of consent and revocation. 

Generic threats of relevance include privacy threats of data exposure, lack of individual control, lack of transparency, 
lack of legal compliance, unauthorized access to personal information, etc. More specifically, there are the issues of shar-
ing data in a way that the individual would not like, data being collected and/or distributed without the individual’s con-
sent, the individual wanting to remove their consent for information to be used a certain way within an organisation but 
this not being possible, etc. 

The actual willingness of organisations to take the involved risks depends on the context. For example strong legisla-
tion coupled with penalties and strong pressure coming from customers and civil society organisations might result in 
enterprises changing their behaviours and being more active on this front. On the other hand, lack of any pressure and 
legislation might result in little action from an organisational side. Hence, as applies also in general for privacy matters, for 
the management of consent and revocation the answer to the problem does not just rely on good processes and technologi-
cal solutions but also on the impact of legislative and social activities. 

In this paper we recognise the importance of these factors. In the remaining part of this paper we focus on process and 
technological aspects but, in the context of the EnCoRe project (in which we are involved) [7], we also aim at addressing 
involved legislative and social issues.   

4   Core Requirements 

This section discusses core needs and requirements (both from an individual and enterprise perspective) that, based on our 
analysis, need to be satisfied in order to manage consent and revocation within organisations. 



A list of requirements, from an individual’s perspective, follows (in no particular order of priority): 
1. Need to provide intuitive ways to explain how personal data is going to be used, in which contexts and for which 

purposes 
2. Need to express consent and revocation in an explicit way, in the context of various policies and processing ac-

tivities that might apply to the data; 
3. Need to check for the current status of personal data, along with the current expression of consent; 
4. Need to check for historical changes of consent and expressions of consent. 

A list of requirements, from an enterprise/organisation’s perspective, follows (in no particular order of priority): 
1. Need for an explicit and standard representation of consent and revocation requests along with their associations 

to personal data; 
2. Need for standards to exchange consent and revocation information, within and across organisations; 
3. Need to provide individuals with mechanisms to express (fine-grained) consent or revocation on data items, in-

cluding preferences and any other qualifiers; 
4. Need for pragmatic mechanisms to bind consent to data; 
5. Need for tracking, across and outside organisations, data that is subject to consent, along with current consent. In 

other words, knowing where personal data is and which consent expression this data is subject to; 
6. Need for ways to express (access control, obligation, etc.) policies that are consent-aware and context-aware. 

Pragmatic solutions are required, minimising the impact on current enterprise applications, services and proc-
esses; 

7. Need to take legacy systems into account, inclusive of operational and security (e.g. identity management) sys-
tems; 

8. Need to provide mechanisms to enforce and audit consent and revocation, in an automated way, involving both 
access control and lifecycle management of data; 

9. Need for data lifecycle management processes that are consent-aware and can react to changes of consent, e.g. 
revocation; 

10. Need for mechanisms to support the lifecycle of consent, based on changes of individuals’ preferences and revo-
cations; 

11. Need for solutions to assess enterprises’ current ability to act on consent and revocation, given the types of han-
dled personal data and related threats/risks; 

12. Need for mechanisms to get assurance from business partners (personal data is disclosed to) that they are compli-
ant to consent and revocation requests, along with enterprise policies; 

13. Need to provide assurance to individuals and visibility about the effectiveness of an organisation’s consent and 
revocation practices, along with feedback with respect to their data treatment. 

These requirements can help to define the high-level model of a potential approach and solution to deal with consent 
and revocation management within and between enterprises. The next section describes this abstract model, followed by 
indications of how (aspects of) it might be implemented. 

5   A High Level Model of Consent and Revocation Management 

This section aims at providing a first, high-level model of consent and revocation management, within and between or-
ganisations, taking into account requirements and our analysis. The management of consent and revocation is very com-
plex and it is unlikely that there is going to be a solution that fits all needs, in all potential scenarios. However, we believe 
it could be valuable to identify the core building blocks and a model that might be used as a reference to build such solu-
tion. 

We focus on a model for organisations, involving (degrees of) personal data disclosed by individuals, enabling captur-
ing related consent from them, managing and enforcing it, along with revocation – within and outside organisations, based 
on the flow of this data. Figure 2 provides an overview of this model. 

In order to move towards the satisfaction of the requirements identified in Section 4, we envisage that the high-level 
model should include the following components: 
• Personal Consent & Revocation Assistant: this component assists and provides user-side capabilities to help ordi-

nary people express their consent (opt-in/opt-out choices, privacy preferences, etc.) and revocation requests, along 
with explanation of privacy practices provided by the organisations. It can be triggered (e.g. via a plug-in in a web 
browser) during data disclosure processes, in order to provide suggestions and default values for consent, given the 
nature of the data. It keeps historical traces of data disclosures, along with revocation requests.; 

• (Virtual) Data Registry: an organisation, to be able to deal with consent and revocation management, must know, in 
first instance all the locations where data is stored. This is the goal of the (virtual) data registry, a special repository 
(or an aggregation of synchornised repositories) that keeps track, for each known individual, where their data has 
been stored (in operational data repositories) within the organisation, which type of data has been disclosed outside 
the organisational boundaries and to whom. This component keeps track of expressions of consent and revocations for 
each managed personal data item. It is a critical component that has to be secured and protected. It also needs to be 
constantly updated, in order to provide value to the organisation. This can be achieved by a mixture of automation 



(provisioning services) and manual intervention by privacy administrators, for example in the context of well known 
business processes and procedures. 

• Consent and Revocation Provisioning: this component is in charge of automatically and systematically updating the 
data registry every time there is a new expression of consent and revocation (either for new, i.e., previously unknown 
individuals or known ones). It can be seen as a special component, part of consolidated individual  record and system 
provisioning solutions, specialised to deal with the provisioning of consent and revocation. In this context, it is in 
charge of updating individuals’ preferences and constraints that affect the enforcement of access control and obliga-
tion policies. An expression of consent or a subsequent revocation of consent will affect how applications and ser-
vices will access data; 

• Privacy-aware Policy Enforcement: this component deals with access control on data and its lifecycle management, 
driven by individual preferences, consent or revocation of consent. It mediates access to data by intercepting applica-
tions and services’ requests, driven by enterprise policies and individuals’ preferences, inclusive of the consent given 
by individuals (e.g. allowing the usage of personal data for specific purposes, in a given timeframe). It supports pri-
vacy-aware lifecycle management of data, driven by obligation policies and individuals’ preferences (e.g. deletion or 
minimisation of data after a predefined period of time). Interception points are required for applications and services 
when accessing data. In legacy applications this might be a difficult requirement to satisfy; 

• Disclosure and Notification Manager: this is a component (with a related notification infrastructure) to intercept and 
keep track of flows of personal data, within and between organisations and to propagate the associated consent infor-
mation. Applications and services might need to be instrumented with agents that communicate with this component. 
It interacts with the Data Registry to update data locations and related consent information. Changes of consent and 
revocations are propagated to known data locations (within and outside the organisation) by means of notifications. 
Request for reconfiguration might be sent to the consent and revocation provisioning system to reflect any change. 
These notifications might require (non-repudiable) acknowledgements by the involved parties that are going to be 
logged and audited. Ideally, the third parties receiving data, consent and notifications should adopt a similar model, to 
ensure a consistent management of consent and revocation;      

• Audit: this is an essential component to log and keep track of what happens to data, consent and revocation during 
operational and administrative activities, inclusive of flows of personal data within and outside the organisation; 

• Risk Assurance: this is a key offline component that is used by the enterprise’s privacy administrators to assess cur-
rent risks, based on known threats and provide indications of compliance. Based on these threats, known information 
flows, involved types of data and security aspects (of IT infrastructures, people and applications/services), this com-
ponent can identify the level of risks, based on known risk heuristics and rules and suggest action items, such as in-
vesting in instrumentation of critical applications or forbidding particular flows of information, etc.  
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Fig. 2. High-level Model of Consent and Revocation Management 

This model is compatible with the PRIME Toolbox [24], with regards to the privacy-aware policy enforcement (inclu-
sive of privacy-aware access control, data handling capabilities [24] and obligation management [10, 11]). However, it 
aims at explicitly handling consent and revocation, by introducing the concepts of “consent and revocation provisioning” 
and “data registry”, along with the “disclosure and notification manger capability”. At the disclosure time, individuals can 
express their consent. “The Personal Consent and Revocation Assistant” is a critical part of helping people in assessing the 
situation. This requires further R&D work in HCI, in the directions paved by [27, 33]. Once data is disclosed, the location 
of where data is stored, along with a copy of the consent statement is stored in the data registry, during the provisioning 



phase (consent & revocation provisioning). Accesses to data (by employees, applications and services) are intercepted by 
the privacy-aware policy enforcement component to ensure the enforcement of security and privacy policies, inclusive of 
fine grained consent and individuals’ preferences. This component handles the lifecycle of data, driven by the enforcement 
of obligation policies [10]. Should data need to be disclosed to other locations within and outside the organisation, the 
“disclosure & notification manager” keeps track of it and updates the data registry. Non-repudiable notifications of suc-
cess or failure (by the involved parties) are logged by the auditing system. Similarly, changes of consent or revocations by 
individuals are propagated by this component to all the involved parties and the data registry is updated.       

This high-level model is an ideal model that makes some strong assumptions. For example, it assumes some “standard” 
way to deal with account/record provisioning and configuration management, for example by using Identity Management 
solution suites. This might not be the case for particular organisations that have developed ad hoc IT infrastructures or rely 
on manual administration of accounts and IT systems.  Applications and services should also be instrumented, to allow the 
enforcement of policies (along with expressions of consent and revocation) and interactions with the other model compo-
nents (e.g. “Data Registry and Disclosure” and “Notification Manager”). This might be possible for new applications and 
services, by applying a “privacy by design” approach. For legacy applications (more or less secure) ad hoc wrappers might 
be the only possible solution or no changes might be feasible at all.   

Another strong assumption is that there is a need to have knowledge of where data is stored and have ways to intercept 
programmatic or manual flows of data. This again might not be the case, in general, as organisations might not even fully 
know where customer data or other personal data is stored. However, in absence of this, only limited management of con-
sent and, more importantly, revocation might be possible – hence it is a key requirement knowing where data is. 

Finally, to work systematically across organisations, a similar model should be adopted by all the involved parties. In 
some contexts might be achievable (e.g. in supply chains), in others might require expensive changes and adaptations. 

The main point of this model is really to set the context and identify the key aspects that should be considered and get 
in place in order to ensure an effective management of consent and revocation. We believe this model can be considered 
as a reference model, to progressively drive the evolution of organisations’ infrastructures (handling personal data, consent 
and revocation). This could be done in multiple stages, starting with the automation of new applications, services and 
processes, and relying on human processes and auditing for the reaming part of the infrastructures. The risk assurance 
component can help to assess and determine priorities to focus efforts on. 

Some of the components described in this high-level model need further work to be fully designed and implemented. 
Part of this work might be done in the context of the EnCoRe project [7]. However, there are already existing technologies 
and solutions that we have developed that can help implement part of the required functionalities of the model. The next 
section provides an overview.  

6   Our Current Approach 

In this section we briefly describe how we envisage translating (aspects of)  the model presented in Section 5 into some-
thing that could be implemented and deployed. Our approach is to map our high-level model into a high-level architecture, 
refined with current IT solutions used by organisations. In doing this we can exploit the capabilities we already have in 
this space. Let us consider an organisation that has multi-party interactions, such that there will be data flowing between 
parties and potentially across legal and organisational boundaries. Existing enterprise capabilities in such a scenario in-
clude provisioning systems, identity management capabilities (such as access control, authorisation and authentication), 
and audit. 

We can exploit techniques used within our existing capabilities and R&D prototypes in order to achieve the following: 
• Extended provisioning system to keep track of location of personal data and other metadata (inclusive of consent,  

individuals’ preferences, etc)  [11]: this system (that can be used to animate part of the functionalities required by the 
“Consent and Revocation Provisioning” module, Figure 2)  is  currently part of an identity management suite, in 
charge of providing wider account/record provisioning capabilities. It needs to be adapted to deal with updates of con-
sent derived from revocations and integrated with a “Disclosure Notification Manager”. 

• Privacy and consent-aware access control mechanisms [9]: this system can make decisions and enforce privacy-aware 
access control policies that keep into account individuals’ consents and other preferences. It intercepts queries to stan-
dards data repositories (e.g. databases, LDAP directories, etc.) and returns sanitized views (if any) on requested data. 
This component would be part of the “Privacy-aware Policy enforcement” module, Figure 2; 

• Obligation management to handle information lifecycle management, driven by individual preferences and organisa-
tional policies [10]. It consists of a scalable obligation management system, driven by obligation policies and indi-
viduals’ preferences (expressed as part of individuals’ consents). It manipulates data over time, including data mini-
misation, deletion and management of notifications to individuals. This system would be part of the “Privacy-aware 
Policy enforcement” module, Figure 2; 

• Compliance and risk assessment support [12, 13]: this system provides capabilities to assess risks within an organisa-
tion, based on a model of known threats, questionnaires to extract information by administrators & decision makers,  
and produce compliance report based on heuristic rules. This system would be part of the “Risk Assessment” module.  

• Sticky policies and various degrees of enforcement, including exploitation of trusted computing and cryptography to 
stick policies to data and ensure that that receives act according to associated policies and constraints, by interacting 



with trusted third parties or Trust Authorities[14, 15]. These capabilities can be used to harden the association of poli-
cies with data, during notifications and disclosures of data to third parties, to ensure an audit trail [14, 15]. 

We reckon that R&D efforts need to be carried out on the “Personal Consent & Revocation Assistant”, “Data Registry” 
and the “Disclosure & Notification Manager”, to provide effective ways to synchronise the flow of data and notifications 
with knowledge about data locations and up-to-date consent. Although technologies, automation and solutions can help 
address aspects the problem, note that this would only form part of the solution. Organisations also need help to assess 
their practices, processes and behaviours. Risk assessment capabilities [13] may play a role in helping to achieve this. 

7   Related Work, Current Status and Next Steps 

Existing policy specification, modelling and verification tools include EPAL [16], OASIS XACML [17], W3C P3P [18, 
19] and Ponder [20]. However, these do not include explicit modelling of the concepts of consent and revocation. The 
concept of privacy and the notion of consent has been explored in the context of a taxonomy [21]. Mechanisms for imple-
mentation of consent from an HCI point of view have been considered in [22, 24], and should be built upon within our 
solution. 

A technical solution for sticky policies and tracing services is introduced in [14] that leverages Identifier-Based Encryp-
tion (IBE) and trusted technologies. This solution requires enforcement for third party tracing and auditing parties. One 
drawback of this approach is that data is bonded with the policy itself, which makes data heavy-weighted and potentially 
not compatible to the current information systems. However, its traceability function can be treated as the start point of 
consent and revocation. An alternative solution, that permits to bind privacy preferences to data and to convey the consent 
of the individual as well, has been proposed by Pöhls in [26, 27].  The solution relies on a Merkle hash tree [28] whose 
leaves are the tuples <data item, privacy preferences>. The root of the tree is signed by the individual to indicate his con-
sent for each data item to be handled as specified by the associated preferences. This solution permits individuals to an-
ticipate future aggregation by giving in advance their consent. Revocation of consent is managed with existing solutions 
[29, 30] used in X.509 public key infrastructure. However, as explained in [26, 27], the solution does not avoid the non-
consented use of data. 
A unified policy model is discussed in [25], which discusses steps towards privacy management for organisation or across 
organisations within a federated identity management environment. A coherent entry point was proposed to enable the 
consumers to easily review and manipulate stored personal information, which may in turn provide improved control over 
suspension and resumption of individuals’ personal data. This method is elegant but its potential application in consent 
and revocation needs to be further studied. 

A Platform for Enterprise Privacy Practices (E-P3P) is discussed in [8]. It separates the enterprise-specific deployment 
policy from the privacy policy and facilitates the privacy-enabled management and exchange of customer data. The au-
thors also proposed E-P3P language to formalise privacy policies. The authors claimed that the proposed method can pos-
sibly be extended to multiple enterprises though such scenario is not discussed. This research effort further led to the En-
terprise Privacy Authorization Language (EPAL) [16]. IBM [25] introduced a unified policy model towards privacy man-
agement in an organisation or between organizations within a federal identity management environment. The authors pro-
posed a coherent entry point at web sites enabling the consumers to easily review and manipulate stored personal data. 
This scheme provided improved control over suspension and resumption of individuals’ personal data, though limited 
enterprise scenarios were discussed. Its potential application in consent and revocation needs to be further studied. 
A data handling policy is introduced in [23] to define how the personal information should be dealt with at the receiving 
party. The authors also proposed a DHP language to enable the building of customised policies. This method was devel-
oped/implemented in the framework of the PRIME project [24] although the management of revocation is not explicitly 
addressed. PRIME aimed to develop a working prototype of a privacy-enhancing Identity Management System. Its pur-
pose was to foster market adoption of novel solutions for managing identities, as demonstrated in real-world scenarios. A 
systematic approach is proposed [31] including an anonymous credential system, an access control system, negotiation 
functionality, and an automated reasoning system, to serve both individuals and service providers needs in order to imple-
ment the EU Directives 95/46/EC and 2002/58/EC in PRIME. Within this architecture, Christer Andersson et al. [32] 
discussed the socio-psychological factors and HCI aspects that influence the individuals’ trust in privacy enhancing iden-
tity management, and demonstrated that HCI research, user studies, and socio-psychological research are indispensable 
steps in privacy system design. 

 The usability research work that has been done within the first year of PRIME is summarised in [33]; three UI para-
digms - role-centred, relationship-centred and townmap-based paradigms - for privacy-enhanced identity management are 
discussed. Our suggested model and approach is consistent and compliant with PRIME outcomes, but it extends it by 
explicitly suggesting how to handle consent and revocation, along with their lifecycle. We currently have technologies and 
working prototypes to animate aspects of the model we illustrated in Section 5. However, we reckon that the management 
of consent and revocation in enterprise is an important, open issue that requires research and further understanding of the 
involved problems. This is work in progress: we are going to carry out further R&D work in this space within the EnCoRe 
project.   



8 Conclusions 

Despite the existence of various data protection and privacy laws, there are technical and organisational issues as well as 
different perceptions of the priorities and risks involved in consent and revocation. Organisations have different under-
standings and approaches on how to deal with consent and revocation: usually they provide human-based, limited solu-
tions. In this paper we have discussed the complexity of this topic. We focused our observations on an enterprise scenario, 
as a significant example. We analysed these concepts, along with some key open issues and problems. We derived a set of 
basic requirements of relevance for organisations. We then discussed a high level model of a potential approach to deal 
with the management of consent and revocation and briefly described technologies and solutions that could be used to 
implement some of the involved aspects (e.g. privacy-aware access control, obligation management, compliance and risk 
assessment support, etc.). We illustrated the current status, related work and our next steps: specifically, we are developing 
our ideas further via our involvement in the EnCoRe project [7]. 
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