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Abstract

Confidence measures for k-NN classification are an
important aspect of building practical systems for on-
line handwritten character recognition. In many cases,
the distribution of training samples across the different
classes is marked by significant skew, either as a conse-
quence of unbalanced data collection or because the ap-
plication itself incrementally adds samples to the training
set over a period of use. In this paper, we explore the
adaptive k-NN classification strategy and confidence mea-
sure in the context of such skewed distributions of training
samples, and compare it with traditional confidence mea-
sures used for k-NN classification as well as with confi-
dence transformations learned from the data. Our exper-
iments demonstrate that the adaptive k-NN strategy and
confidence measure outperforms other measures for prob-
lems involving both large and small sets of training data.
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1. Introduction
Nearest-neighbor (NN) and k-nearest neighbors

(kNN) based recognizers have widely been used for hand-
written character recognition. When used in applications,
it is very important to compute reliable confidences corre-
sponding to the recognition results. The confidence values
are typically computed during the post-processing phase
of the recognizer. They are the measures of correctness of
output of a recognizer. The estimation of confidences re-
quires higher values to be assigned to the correct recogni-
tion results, and lower values to the incorrect recognition
results.

In many cases, the distribution of training samples
across the different classes is marked by significant skew.
For example, for English character recognition, word sam-
ples are collected, and the characters are segmented for
training. As the frequency of some characters (e.g. a,
i, o, etc.) is higher than others (e.g. z, q, etc.), this
leads to a skewed distribution of samples across differ-

ent classes. Another example where the training samples
can be skewed is Indic scripts. In Indic scripts, the diacrit-
ical marks, like matras, cannot be collected in isolation,
they are associated with consonants. Thus, while collect-
ing the data at the character level, the matras occur more
frequently than the consonants, hence leading to skewed
distribution of samples.

Other applications such as those that allow users to
define their own gestures for carrying out different com-
mands, typically have to work with very small initial num-
bers of these user-defined gestures, and add more samples
over a period of use. The distribution of samples at a given
point in time is a function of when different gestures were
created and how often they were used, and may be highly
skewed across the different gesture classes.

In this paper, we explore the issue of confidence mea-
sures for k-NN classification of online handwritten char-
acter recognition when the distribution of training sam-
ples across different classes is heavily skewed or biased.
We look at the traditional strategies and ways of comput-
ing confidences for k-NN classifiers and discuss some of
their shortcomings with respect to skewed distributions.
One shortcoming is the use of a fixed number of nearest
neighbors (k).

Whereas confidence measures are typically computed
as a postprocesing step, we also consider variations to the
k-NN strategy itself that results in improved confidence
measures. In particular, we explore the Adaptive-kNN
strategy [3] and confidence measure proposed by Baoli
et al. for text category classification, which uses different
number of nearest neighbors for each class as opposed to
a fixed number.

The paper is organized as follows. In Section 2, we
discuss prior work in the area of confidence measures in
related areas. Section 3 provides a detailed description of
the popular nearest neighbor based recognizers, and as-
sociated confidence measures. In this section, we also
discuss shortcomings of the traditional k-NN based con-
fidence measures. In Section 4 we discuss the adaptive-
kNN strategy and confidence measure and how it ad-
dresses some of the shortcomings of traditional k-NN. We



then discuss the experiments conducted and analyze the
results obtained in Section 5. We offer some conclusions
and discuss future directions for this work in Section 6.

2. Related Work on Confidence Measures
There has been considerable work on computing and

estimating confidences in related areas such as natural
language processing, automatic speech recognition, op-
tical character recognition, etc. Simona et al. [6] gave
an overview of application of confidence estimation in
various fields of natural language processing, includ-
ing speech recognition, spoken language understanding,
and statistical machine translation. Campbell et al. [5]
proposed a framework for confidence estimation based
upon scores and meta-information, such as utterance du-
ration, channel type, and signal-to-noise ratio for auto-
matic speech recognition. The proposed framework used
regression techniques with multilayer perceptron (MLP)
to estimate confidences using a data-driven methodology.
Confidence measures for large vocabulary for automatic
speech recognition [2] were discussed by Wendemuth et
al. Data-dependent and data-independent measures were
investigated. The transformations to single measure, and
linear combination of these measures were computed us-
ing neural networks. Gillick et al. [7] proposed a proba-
bilistic approach to confidence estimation for words rec-
ognized by a speech recognition system. The approach
was based on an interpretation of a confidence as the prob-
ability that the corresponding recognized word is correct,
and made use of generalized linear models as a means for
combining various predictor scores so as to arrive at con-
fidence estimates.

A comparison of various methods of classification and
learning for offline character recognition is discussed by
Liu et al. [9]. A brief description of confidence and re-
jection methods used in this area is presented. Class con-
ditional probability and posterior probability based confi-
dence measures are reported to be used extensively in the
area of OCR.

Arlandis et al. [1] discussed rejection strategies and
confidence measures for offline handwritten character
recognition. They proposed a two-level confidence com-
putation scheme to first reject the sample if the test sam-
ple was noisy, and to compute the confidence in the next
level. The confidence value is computed by estimating
the a posteriori probability taking into account the dis-
tances of the nearest neighbors. Various confidence mea-
sures for offline handwritten word recognition applied to
postal address reading system are discussed by Brakensiek
et al. [4]. An HMM classifier was used for recognition of
words. Four different likelihood ratio based confidence
measures specifically for HMM were compared.

Pitrelli et al. [10] applied confidence scoring tech-

niques to verify the output of an offline handwritten char-
acter recognition system. They evaluated various confi-
dence measures including raw recognition score, likeli-
hood ratio, estimated posterior probability, and negative
entropy.

Lin et al. [8] proposed an adaptive confidence trans-
form (ACT) method for mapping distances to probabili-
ties, in the context of Chinese character recognition. A
two-phase transform was proposed to map the distances
obtained from the classifier to the a posteriori probabili-
ties. In the first phase, generalized confidence values are
computed using the distances of the test sample to the
training samples. In the second phase, the confidence val-
ues are converted to the a posteriori probabilities through
a trained transform.

There has not been significant work on confidence
measures for the online handwritten character recognition
for skewed distribution of samples. Rather than mapping
the result of recognizer to confidences during the post-
processing phase, some research effort has gone into mod-
ification of the kNN recognition strategy to get better re-
sults. Baoli et al. describe a strategy Adaptive-kNN [3] to
handle skewed distribution of samples for the problem of
large scale text categorization. In this paper, we use this
particular recognition strategy and associated confidence
measure for classification of online handwritten characters
in the presence of skewed distribution of training samples.

3. Nearest Neighbors based Recognizers for
Online Handwritten Character Recogni-
tion

The nearest-neighbor and k-nearest neighbors classi-
fiers have widely been used in the area of handwritten
character recognition. For recognition of online handwrit-
ten characters, the ink-samples are first preprocessed by
resampling and normalization. Features, e.g. coordinate
values, curvature, etc. are then extracted from these pre-
processed ink samples. Distances are then computed be-
tween the features extracted from training and test sam-
ples. Euclidean, Dynamic Time Warping (DTW), Man-
hattan, Mahalanobis distances, etc. are popularly used.
Smith et al. [11] investigated three different distance met-
rics, namely, Hamming distance metric, pixel distance
metric, and a metric based on the extraction of penstroke
features for use in nearest neighbor classifier. Raw dis-
tances between the feature vectors are not a good indi-
cator of the recognition reliability. Also, for comparing
or combining different classifiers, the confidence values
must be comparable. Hence it is desirable to convert the
raw distances obtained to the more meaningful confidence
values.

The traditional NN is the simplest classifier which as-
signs the label ωj of the nearest sample to the test sample



t.

ωj = argminωi
(minx∈ωi

(distance(t, x))), i = 1 . . . c

(1)
where c is the number of classes. The traditional k-NN
classifier assigns the label of the majority of the samples
of the same class within the k-nearest neighbors.

ωj = argmaxωi
Σx∈kNNy(x, ωi) (2)

where the function y is defined as:

y(x, ωi) =

{

1 if x ∈ ωi

0 otherwise

Thus, the class which has the maximum number of sam-
ples within the k-nearest neighbors to the test sample is
the winner. The confidence value of the sample belonging
to the class ωj is typically computed as:

Conf(ωj) =
Σx∈kNNy(x, ωj)

k
(3)

Variants of these NN and kNN classifiers use similarity
measures, instead of the distance values for recognition.
Any similarity measure, such as inverse exponential dis-
tance, or inverse distance values can be used. Such a vari-
ant of NN classifier assigns the label of the sample with
the maximum similarity to the test sample.

ωj = argmaxωi(maxx∈ωi
(similarity(t, x))) (4)

The confidence of the nearest sample can be computed as
the ratio of similarity value of the nearest sample to the
sum of similarity values of nearest samples of each class.

Conf(ωj) =
maxx∈ωj

(similarity(t, x))

Σωk,k=1...c(maxy∈ωk
(similarity(t, y)

(5)
Similarly, a variant of the k-NN classifier assigns the label
of the class with the maximal sum of similarities.

ωj = argmaxωi
Σx∈kNNsimilarity(x, t)y(x, ωi) (6)

The confidence associated with each unique class ωi

present in k-nearest neighbors is computed by:

Conf(ωi) =
Σx∈Si

similarity(t, x)

Σk
i=1similarity(t, xi)

(7)

Here, Si is the subset of samples in the k-nearest neigh-
bors, that belong to class ωi.

3.1. Problems with kNN for Skewed Distribu-
tion of Training Samples

The traditional kNN algorithm computes the optimal
value of “k” over a validation set, and uses this fixed value

for all the classes during recognition. However, in many
scenarios, as discussed earlier, the distribution of samples
may not be uniform across all classes. As the distribu-
tion of samples is skewed, the same distribution cannot be
assured over validation and training sets. Also, in appli-
cations that allow incremental learning of the samples to
improve the accuracy of the recognizer, training samples
are added to the set over time. Hence, the value of “k”
computed over the validation set does not remain valid for
the training set.

When the distribution of samples is skewed, it is very
likely that a fixed k value will result in a bias towards
classes with more number of samples. For example, con-
sider the following scenario: the test sample belongs to a
class which has only two samples in the training set, while
all the other classes have large number of samples. The
value of k is fixed to 10. Even if the two samples of the
correct class are present in the k nearest neighbors, they
are in the minority, resulting in incorrect recognition. On
the other hand, if k (=2) to favor the class with the smallest
number of samples, consider the case when the test sam-
ple belongs to a class having 15 samples in the training set.
The value of k (=2) loses most of the discriminatory infor-
mation present in the rest of samples of the class. Hence,
fixing a value of k in the case of skewed distributions of
samples leads to either a bias to larger classes, or loss of
discriminatory information.

4. The Adaptive-kNN Strategy
To make full use of the discriminatory information in

the training set, without biasing the results towards the
classes having large numbers of samples, an adaptive-
kNN strategy was proposed by Baoli et al. [3] for use
in text categorization. As opposed to the fixed number
of nearest neighbors used for all the classes, this strategy
uses different number of nearest neighbors to classify the
test sample. For each class ωi, ni nearest neighbors is
used for computation of confidence, rather than a fixed k

nearest neighbors. The value of ni is determined based on
the number of training samples of that class, Ni, and the
value of k. The number of nearest neighbors for each class
is based on its sample distribution in the training set. This
allows smaller numbers of nearest neighbors to be used
for classes with smaller training set size, and larger num-
ber of samples to be used for classes with large number of
samples.

The confidence of the class ωi is computed from the
ratio of the number or similarity sum of neighbors be-
longing to the class in the ni nearest neighbors to the to-
tal number or similarity sum of all the ni selected nearest
neighbors for that class. This is similar to the way confi-
dence is computed for a k-nearest neighbor classifier, ex-
cept that number of nearest neighbors considered for each



class is different. The class with the highest confidence is
the winner. The expression to compute the confidence of
class ωi is given by

Conf(ωi) =
Σx∈Si

similarity(t, x)

Σni

i=1similarity(t, xi)
(8)

We compute the value of ni for the class ωi using the
expression:

ni = max(α, min(d
k ∗ Ni

max(Nj), j = 1..c
e, Ni)) (9)

Here, Ni is the number of available training samples of
class ωi. The denominator max(Nj), j = 1..c is the size
of the largest class; c is the number of classes, and α is
a non-negative integer. The parameter α ensures a mini-
mum value of nearest neighbors ni of class ωi to be used,
in case the second value is very low. Without α, ni may
be too small or even equal to 1 for some smaller classes
for a training set with a skewed class distribution.

The expression to compute ni for every class is
slightly different from that used in [3]:

ni = min(α + d
k ∗ Ni

max(Nj), j = 1..c
e, k, Ni) (10)

Instead of adding α to the second term to ensure a mini-
mum number of nearest neighbors, we compute the min-
imum of weighted proportional size of the class in the
dataset ( k∗Ni

max(Nj),j=1..c
), and the size of that class to com-

pute the number of nearest neighbors to be considered
while recognition. Then we compute the maximum of α

and the computed minimum value to ensure a minimum
number of nearest neighbors in order to handle the small-
scale datasets. It can also be noted, that in our formula-
tion, we omitted the term k for computation of number of
neighbors, as k∗Ni

max(Nj),j=1..c
is always less than k.

When the class distribution in a training set is abso-
lutely uniform, the adaptive-kNN reduces to traditional k-
NN. As in the case of k-NN strategy, the value of k is
determined using a validation set, but as we show in the
experiments later, performance of the adaptive-kNN strat-
egy is not very sensitive to this choice. Algorithm-1 de-
scribes the procedure to recognize a test sample using the
Adaptive-kNN confidence measure.

5. Experiments and Results
In order to evaluate the performance of different strate-

gies and associated confidences in the presence of skew,
we created two kinds of training datasets of online hand-
written characters - “small-scale” datasets which had a
small number of training samples, and “large-scale” ones
involving larger numbers. These are representative of the
different scenarios described in the introductory section.

Algorithm 1 Adaptive-kNN for Online Handwritten Sym-
bol Recognition

1: t: Test Sample to be recognized
2: c: Total number of classes
3: Ni: Total number of samples of class ωi, i = 1. . . c
4: Nmax: Maximum class size in the training set
5: kNN: Set of k-nearest neighbors of t

6: ni: Number of nearest neighbors to be considered for
class ωi, i = 1. . . c
ni = max(α, min(d k∗Ni

Nmax)e, Ni))

7: for each unique class i ∈ kNN samples do
8: Compute the confidence of the test sample belong-

ing to class i as:
Conf(ωi) =

Σx∈Si
similarity(t,x)

Σ
ni
i=1

similarity(t,xi)

9: end for
10: Sort the classes based on increasing order of confi-

dences.
11: Classify the test sample based on the computed confi-

dences.
We artificially introduced skew into these datasets and
evaluated the performance of three different strategies (i)
1-NN, (ii) k-NN, (iii) Adaptive k-NN, and the respective
confidence measures as in Equations 5, 7, and 8. We also
compared the adaptive-kNN strategy and related confi-
dence measure with the Adaptive Confidence Transform
method applied to the confidence measure from the NN
strategy. The similarity measure used in all our experi-
ments is the inverse of distance. In the following para-
graphs, we first describe the construction of the datasets
used for our experiments. Then we evaluate the effect
of changing the value of k on k-NN and adaptive-kNN
strategies, followed by comparison of effectiveness of the
different strategies and associated confidences on skewed
large-scale and small-scale datasets.

Datasets We used numerals, lower case and upper
case letters from the IRONOFF [12] dataset collected at
IRESTE, University of Nantes (France) for our experi-
ments. These character sets were comprised respectively
of 4,086 isolated digits, 10,685 isolated lower case let-
ters and 10,679 isolated upper case letters. The data was
collected from different writers, and hence each class con-
sisted of various different writing styles. In each category
(lower, upper, numerals), the datasets were partitioned
into three groups - validation set, training set, and test set.

In order to simulate skew in the validation and training
set, we randomly selected samples from the above vali-
dation and training sets to create skewed datasets. The
small-scale skewed training sets consisted of 1 − 3 sam-
ples per class, whereas the large-scale skewed training sets
consisted of 5 − 125 samples per class. Thus the small-
scale training sets had a small number of samples per
class with less skew, while the large-scale training sets had



large numbers of samples per class with large skew across
classes. The test sets were left unmodified and consisted
of 140 samples per class.

In the experiments described below, the process of
generating skewed training sets was repeated thrice for
each of lower case, upper case and numerals datasets to
create three different small scale and large scale skewed
datasets. Three different testing sets were used. Each ex-
periment was run on three (training set, testing set) pairs,
and all the results shown are the average of these three
runs.

The validation sets were used to determine the optimal
value of the parameter k. This value of k was then used
for both the k-NN and Adaptive k-NN schemes.

Effect of choice of k on performance We conducted
experiments using the different skewed datasets described
earlier to study the impact of the choice of k on the ac-
curacy of classification in the presence of skewed distri-
butions. By way of illustration, the results on the skewed
large-scale and small-scale datasets for lowercase charac-
ters is shown in Figure 1. The plot shows the affect of
increasing the value of the k parameter on the accuracy of
the recognizer. The accuracy is computed as the fraction
of number of samples correctly recognized over the total
number of samples in the testing dataset (i.e. without re-
jection). The figure shows that while the performance of
traditional kNN is highly sensitive to the value of k, that
of adaptive-kNN is much less so. When the distribution is
skewed and potentially changing over time as new training
samples are added, the optimal value of k to be used for
kNN changes. Adaptive kNN is much more useful since
it is not very sensitive to the value of k chosen.

Comparison of Confidence Measures using ROC
curves In order to compare the different strategies and
confidence measures, we classified the test samples and
used the confidence values for the top choices to plot the
Receiver Operating Characteristic plots. To show the ef-
fectiveness of the adaptive-kNN strategy and associated
confidence measure over traditional NN, kNN, and ACT
based confidence measures, we plotted the error vs. reject
rate ROC curves to obtain a graphical depiction of the re-
lationship between the error rate and reject rate on the test
sets, as a function of the confidence threshold’s value. Er-
ror rate is defined as the ratio of number of false accepts to
total number of test samples with confidence greater than
or equal to the confidence threshold. The reject rate is
defined as the ratio of the samples rejected (i.e., with con-
fidence value less than confidence threshold over the total
number of samples). There is a trade-off between the two;
our goal is to simultaneously minimize both error rate as
well reject rate. In other words, the closer the ROC is to
the axes, the better the confidence measure.
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Figure 1. Effect of varying the value of k on English
lower case dataset

The experiment was conducted on the small scale and
large scale datasets of lower case, upper case and numer-
als categories. The results on the skewed small-scale and
large-scale numerals datasets are illustrated by Figure 2.
This plot shows that for both the small-scale and large-
scale skewed datasets, the ROC curves plotted for the
adaptive-kNN is closest to the axes, as compared to NN,
kNN and ACT based confidence measures. This means
that the confidence computed using adaptive-kNN method
gives minimum error and reject rates. As these ROC
curves were plotted for confidence threshold values in the
interval of (0,1), some of the curves do not touch the axes.
For the small-scale case, the ROC curve of adaptive-kNN
is very close to that of kNN confidence measure. This is
because of the smaller skew of the samples in the train-
ing dataset. As the distribution approaches uniform, the
adaptive-kNN reduces to the confidence value computed
for kNN strategy. For the large-scale case, the ROC curve
of adaptive-kNN is very close to the ROC curve for ACT.
This is possibly because, with large number of samples,
the confidence transform learned is good. However un-
like the ACT, the adaptive-kNN requires no training on
the specific dataset.



These plots clearly show that adaptive-kNN strategy
and associated confidence measure performs best among
the confidence measures studied, for both small and large
scale datasets with skewed distribution of samples.
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Figure 2. ROC curve for numerals dataset

6. Conclusions and Future Work
In this paper, we explored the Adaptive-kNN strategy

and confidence measure to address the problem of on-
line handwritten character recognition problem in pres-
ence of skewed training sets. We showed through exper-
iments, that performance of the traditional kNN recogni-
tion strategy and confidence measure is highly sensitive
to the value of k, while adaptive-kNN strategy and confi-
dence measure is not so sensitive to the value of k. Hence,
adaptive-kNN works well on the skewed training sets. We
also compared the performance of Adaptive-kNN strat-
egy and related confidence measure with various nearest
neighbor based strategies and confidences, namely NN,
kNN, ACT, by plotting the ROC curves, and observed that
Adaptive-kNN strategy and confidence measure outper-
forms the NN, kNN, and ACT, when the distribution of
samples across classes is skewed. This is a very promis-
ing technique for use in applications where the distribu-
tion of training samples is skewed due to unbalanced data

collection or due to samples getting added over a period
of use.

As future research work, we plan to formulate the con-
fidence computed using the adaptive-kNN strategy into
posterior probability for use in combination of classi-
fiers. We also plan to conduct rigorous experiments on
the datasets with the realistic skewed distribution of sam-
ples.
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