O}

invent
Real Time Tracking of Optical Cabling using RFID
Alan McReynolds, lan Robinson, Tim Connors, Jean Tourrilhes
Mobile and Media Systems Laboratory
HP Laboratories Palo Alto
HPL-2007-151
September 10, 2007*
cable, RFID, Managing cable infrastructure within a data center is an important and difficult
location task. The ability to locate cables and, more importantly, their interconnections

would be very helpful. The extremely dense packing and wide variety of
connector designs makes it difficult to provide an all encompassing tracking
solution. We have addressed this problem through tagging cable ends with
generic RFID tags and the development of a fine grain RFID location system.
This location system uses several novel designs to support industry standard
cable densities of as many as 48 cables ends per 1U slot.
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Abstract

Managing cable infrasrtucture within a data center is an important and difficult task. The ability to locate cables and, more
importantly, their interconnections would be very helpful. The extremely dense packing and wide variety of connector designs
makes it difficult to provide an all encompassing tracking solution. We have addressed this problem through tagging cable
ends with generic RFID tags and the development of a fine grain RFID location system. This location system uses several
novel designs to support industry standard cable densities of as many as 48 cables ends per 1U dlot.

Problem Statement: Managing thousands of data paths in a complex data center

A data center may contain thousands of data pattsecting all manner of equipment. For flexibiligach data
path typically consists of several physical cabkes. example, a data path may consist of a firbtecheading
from a networking end point through one or morecipagtanels, followed by a second trunk cable runtong
another concentration point, and lastly a thirdleabrminating at a remote device. In a large itadtan, it is
difficult to answer seemingly simple questions sash'How many trunk lines are still free betweeiiding A
and B?” Or “Does this cable lead to the correctcemtration point?” To underscore the scale of &isk,tconsider
that a single fully populated concentration poinu$ed in a standard data center rack can suppert 2600
connections comprised of 4000 cable ends. For cioogeration, data center managers must be aldegtmize
all logical data paths. To keep from drowning irsea of wires, the managers must meticulously ttaek
physical cabling plant as well. Given the sheer lpenof items, this is no easy task.

Two conditions make the task of manually trackiraples especially difficult. First, the density chbte
connections is quite extreme, with just enough rawmallow for manually operating the connector clip
Secondly, each connection involves two cable endse-of which is hidden on the back side of thecijiam
panel. Finally, the cables in a bundle look alikée only distinguishing marks are clip-on printedhand-
written labels. Some sites have moved to bar-cddeels, which can lead to their own problems du¢he
difficulty of properly aiming the reader.



Our Solution: Uniquely identifying cable ends with RFID tags

By attaching an RFID tag to each cable end we laleeta uniquely identify each end point. Storedhe memory
of each tag is a shared number that uniquely iflesithe two tags as belonging to one cable. Thetjon panels
are replaced with low cost RFID readers capableepbrting the location of each tagged cable enche T
technique offers several desirable features:

* Each cable end is uniquely identifiable.
* Tracking can be automated and real-time.

* The solution is contact-less. During reading, t
cables and connections remain undisturbed.

e Tags can be applied to industry standard cables.

* The technique is easily adapted to existing ca
infrastructures.

* No exposed contacts or connectors on cables, p
panels or probes.

This solution does come with challanges. Theretlanee technical barriers, all due to the diffiouitif creating
suitably dense arrays of RFID readers. First, dative proximity of the readers invites interferenSecond, the
high density implies small reader antennas withhitnitively small read ranges. Finally, since thare so many
junction points (>2000 in a rack), the cost pedezanust be very low.

The cost-per-reader challenge was largely addraéasegrevious RFID solution designed to track raunted
assets [1]. That solution achieved low cost by ishaone set of RFID circuitry across many antenthas are
closely associated in a multi-reader strip. Ta@hhology fits in very well with our cable trackiggals.

To overcome the limited read range, we needed ® lagger antennas while still achieving a finerdrea
granularity. We chose to replace the one-anteengymction design with a more complex design udarger
antennas. The larger size provides sufficient meade for the RF field to reach out and detect hags in a
connected pair of cables. Unfortunately, the largader antennas cover several junctions, leadirmgnbiguity
as to exactly where the cable ends are. Using terpadf overlapping antennas resolves the ambiglfitgne
antenna detects tags {A, R, Y} while a second antenna detecis, {Y, C, D}, we can conclude that tags X and
Y are in the overlapping area and are connecteys A, B, C & D must lie outside of the overlapparga and
thus are not part of the junction.

Our current design divides up the 1U space inteehregions. Each region uses two antennas oriented
horizontally (rows) and four oriented verticallyolemns) to cover the eight junction points. Calké¢seach
junction point belong to the coverage zone of dyamte antenna in each orientation. Four tags nbghtetected

by one vertical antenna, but only two of these waidlo be visible to a horizontal antenna. Thesedalde ends

are located at the intersecting junction point eadl be assumed to be connected together. As aeiddit of this
row/column arrangement, only six antennas are rieexleover eight positions. This basic 2x4 patismrepeated

to form larger grids.

While overlapping antennas solve the range probtbay, greatly exacerbate the challenge of readerfarence.
The biggest problem being the cross coupling batweader antennas. When energizing one antenna som
energy will be captured and re-radiated by adjaoentverlapping antennas. If sufficient energyrisss coupled,
tags outside of the intended read area will respdhd remedy is to make multiple readings with iragypower
levels. Tags within the nominal coverage zone ohiaienna, are detected at lower power levels thae glistant
tags. Because of power losses in the cross couptiagsitive detection of tags requires relativieigher power
levels. By comparing the power level used for edetection of a tag, the cross coupling situatioms easily
distinguished.

Technical improvements we have developed, we haen lable to significantly extend the read rangée T
industry standard tags can now be attached to cégmvepoints on the cable end out of the way ofjtiotion.



With the current design, fully inserted cables always successfully read. There is still some rdom
optimization in the design. Extra read range walllow for greater choices in tags and tag mountings

The initial focus on the optical cable infrastruetwas largely influenced a lack of existing sao# and the
relatively high cost of optical components. Thetadsour solution is small when compared to thet adptical
cables and their specialized connectors. The solghould be adaptable to any cable type. Theegtreould be
extended to copper cables bringing with it more p@hensive cable systems management.

So far we have constructed several working proegypWe are working with internal organizationsniegrate
this product idea into HP’s existing hardware aoftvgare offerings. Some preliminary work has bédene to
integrate with the Perigrine Cable module. Initrérest from end customers has been high.

RFID in a nutshell

RFID tags are, in essence, tiny computers thathgat power and communications from an RF fieldegated by
a reader. Once the tag receives sufficient poveen the field, the tag acts like a smart two-wagioa It can
receive digital queries and respond. The most comguery is to retrieve the unique 64bit ID thabisned into
the silicon of the RFID tag. More advanced taggeHacal re-writable memory. Some tags can evefope
encryption or physical measurements such as teroperar pressure.
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Competitive Approaches: Manual inventories or custom cables

The traditional method for cable tracking is ertirdone by hand. Cable positions are manually ssdrand
attempts are made to maintain records to facilithtenge management. This is slow and prone to.elEsen
with bar coded cable ends the position of the calslenanually recorded. Finally, a manual systemnable to
provide timely notification if a cable is dislodgemst placed into an incorrect junction.

Some mechanisms exist for automatically trackinggpeo cables. These mechanisms use the conductive
properties of the cable and only work when a cablactually connected to a working device on thevoek.
Once connected, only the logical data path is Msiiot the individual physical cables. Existinguimns for
optical cables depend on custom cables which cdmnated to retrofit existing infrastructure [2].
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