
                                                       
     

  
Automatic Grid Assembly by Promoting Collaboration 
in Peer-to-Peer Grids♦ 
 
Nazareno Andrade1, Francisco Brasileiro1, Walfredo Cirne1 
Miranda Mowbray 
Enterprise Systems and Storage Laboratory  
HP Laboratories Bristol 
HPL-2005-22(R.1) 
July 25, 2007* 
 
  
 
 
distributed systems, 
peer-to-peer, 
grid computing, 
incentive 
mechanisms 

Currently, most computational grids (systems allowing transparent
sharing of computing resources across organizational boundaries) are
assembled using human negotiation. This procedure does not scale well,
and is too inflexible to allow for large open grids. Peer-to-peer grids 
present an alternative way to build grids with many sites. However, to
actually assemble a large grid, peers must have an incentive to provide
resources to the system. In this paper we present an incentive mechanism
called the Network of Favors, which makes it in the interest of each 
participating peer to contribute its spare resources. We show through
simulations with up to 10,000 peers and experiments with software
implementing the mechanism in a deployed system that the Network of 
Favors promotes collaboration in a simple, robust and scalable fashion.
We also discuss experiences of using OurGrid, a grid based on this
mechanism. 

 

* Internal Accession Date Only 
1 Universidade Federal de Campina Grande, Brazil 
♦ Journal of Parallel and Distributed Computing, Vol. 68, Issue 8, 2007      
                                                                                                             Approved for External Publication 
© Copyright 2007 Elsevier Science 



Automatic Grid Assembly by Promoting

Collaboration in Peer–to–Peer Grids

Nazareno Andrade Francisco Brasileiro Walfredo Cirne

Universidade Federal de Campina Grande
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Abstract

Currently, most computational grids (systems allowing transparent sharing of com-
puting resources across organizational boundaries) are assembled using human ne-
gotiation. This procedure does not scale well, and is too inflexible to allow for large
open grids. Peer-to-peer grids present an alternative way to build grids with many
sites. However, to actually assemble a large grid, peers must have an incentive to
provide resources to the system. In this paper we present an incentive mechanism
called the Network of Favors, which makes it in the interest of each participat-
ing peer to contribute its spare resources. We show through simulations with up
to 10,000 peers and experiments with software implementing the mechanism in a
deployed system that the Network of Favors promotes collaboration in a simple,
robust and scalable fashion. We also discuss experiences of using OurGrid, a grid
based on this mechanism.

Key words: Distributed Systems, Peer-to-Peer, Grid Computing, Incentive
Mechanisms

1 Introduction

Computational grids—systems enabling the transparent sharing of computing
resources across organizational boundaries—promise to make unprecedented
amounts of resources available for parallel applications at lower cost than
traditional alternatives based on parallel supercomputers. Much research has
been done in recent years to realize this vision, and the first grids are now in
use (see eg. [1], [2], [3], [4], [5]).

Although these grids are useful for many users and applications, they are
somewhat limited in scale. Typically, the grid is created and managed off-line
by human negotiation between the owners of the resources which form the
grid. For a new site to join the grid, it is necessary to negotiate terms of
participation with those who manage it. This limits how far and how fast the
grid can grow. For example, in 2005 CERN’s LCG [1] was the world’s largest
grid initiative with more than 10,000 CPUs; yet it had only around 100 sites.

Peer-to-peer (P2P) grids [6], [7], [8], [9], [10], [11], [12] present an alternative
way to build grid infrastructures with a larger number of sites, or peers—
in this paper we assume that each peer in the P2P grid represents a site in
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a different administrative domain. These grids sacrifice support for complex
sharing policies in exchange for ease of deployment, management, use, and
growth [13], using P2P technology. This ease is based on three characteristics:
i) they are independent from any centralized infrastructure or trusted author-
ity; ii) they are essentially free to join; and, iii) they support only a limited
class of applications.

However, setting up a P2P grid infrastructure has its own complications. Al-
though there are many proposals to solve the scalability challenges for P2P
systems (discovery, routing, etc.), these alone are not enough to guarantee
growth. In general, not all participants in a P2P grid know each other. It can-
not be assumed that these participants are unselfish or trustworthy. If sharing
is to to occur, there must be incentives for peers to contribute resources to
the grid. Otherwise, peers have an economic incentive to become free riders,
ie. only consuming resources and not donating back to the P2P grid, reducing
the resources available for donation in the system and diminishing the grid’s
utility. In fact, in most P2P file-sharing networks the majority of users free
ride [14], [15], [16]. In this paper we consider how to address this problem,
promoting cooperation in P2P computational grids.

Our approach to providing an incentive for donation is to use pair-wise recip-
rocation between peers [6], [17], [18], [19]. A peer decides to whom to donate
its spare resources based on local history, that is, information gathered from
its past direct interactions with other peers. Using only local history obvi-
ates the need to ensure the integrity of second-hand information. It is well
known that incentive mechanisms using local history are not effective in all
settings [20], [21]. There need to be frequent interactions between pairs of peers
for local history to be useful when deciding which peers to reward. However,
as we will show, P2P computational grids have characteristics which promote
frequent interactions, even when the number of peers is large.

In this paper we show that, given these characteristics, it is possible to provide
incentives for resource provision in fairly large P2P grids (at least in the order
of 10,000 peers) using pair-wise reciprocation based on local history. Under
the incentive mechanism that we present, the emergent behavior of the sys-
tem is that peers which contribute to the grid are prioritized when requesting
resources. Also, in the long run, the more value a peer donates to the sys-
tem (resulting from the donation of its spare resources), the more value it
receives back. The mechanism, named the Network of Favors, performs nearly
as efficiently as an oracular mechanism which never prioritizes free riders over
collaborator peers (ie. peers that are not free riders). Moreover, the mechanism
is particularly lightweight and robust against malicious peers, making it very
suitable for P2P grids.

Our initial motivation for this work was the desire to build a grid that could
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pool the computational resources of the thousands of small and medium-sized
scientific research labs around the world that have unserved computational
demands [8]. The researchers in these labs typically do not use their comput-
ers all the time. When carrying out research they tend to alternate between
executing computing intensive jobs, and analyzing the results. While they are
analyzing the results their computing resources are mostly idle. (Users of En-
terprise Desktop Grids have behaved in a similar fashion [22].) In the open,
free-to-join, cooperative grid that we envisaged, labs would donate the use of
their idle computational resources in exchange for accessing other labs’ idle re-
sources when needed, thus gaining faster turnaround times for their computing
jobs.

The rest of this paper is structured as follows. In Section 2 we discuss in more
detail various approaches to the problem of providing incentives for resource
sharing in grids. In Sections 3 and 4 we present the Network of Favors and
evaluate its effectiveness at encouraging the contribution of resources to the
grid. In Section 5 we present an experiment with the software developed for a
P2P grid based on the Network of Favors, and discuss lessons learned in our
implementation, deployment and use of the grid. The discussion is based on
our ongoing experience with OurGrid (available at http://www.ourgrid.org/),
a free-to-join P2P grid which has been in production since December 2004.
Section 6 concludes the paper.

The main contributions of this paper are the examination in Subsection 3.1
of how the Network of Favors ensures repeated interactions, which are nec-
essary for any pair-wise reciprocation mechanism to work in a P2P system;
the results of simulations for 1,000 and 10,000 peers in Subsection 4.3, which
are key to justifying the utility and scope of the Network of Favors; and the
experiment with OurGrid software in Subsection 5.2, which shows how well
the implemented system provides incentives for collaboration.

2 Related Work

Several proposals for P2P grids exist. Butt et al. [7] have proposed orga-
nizing Condor pools in a P2P network with no central coordination, and
XtremWeb [9] envisages the creation of a P2P network of collaborators to
use a shared volunteer computing platform. Triana [12], Cluster Computing
on the Fly [10], and P3 [11] are other examples. However, none of these address
the issue of providing incentives for the donation of resources.

The incentive mechanisms that have been proposed to deal with this problem
in grids and P2P systems in general can be broadly classified into market-
based and reciprocation mechanisms.
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2.1 Market-based mechanisms

Markets are a well-known mechanism for regulating access to resources by
selfish agents. Abramson et al. [23] proposed a framework for a grid market in
which brokers negotiate with resource providers using a choice of market mech-
anisms. Buyya and Vazhkudai [24] proposed a P2P network in which peers
interact with each other to obtain computing power and pay real currency
for it. The Grid Economic Services Architecture (GESA) Working Group [25]
aims at defining open standards for grid market services. Tycoon [26] time-
shares grid resources according to the result of auctions among consumers.

All these proposals presume the existence of a currency distribution system
and banking services, which inherently require trusted institutions. Therefore
these proposals do not suit the scenario we consider for P2P grids. Further-
more, market-based systems can be complex to use [27]. In a market, one
has to estimate the application resource consumption, plan how to spend a
constrained budget, and deal with prices that change over time.

2.2 Reciprocation mechanisms

An alternative approach is to make the system reward its participants based
on how much they have contributed to the system in the past. Naturally, for
the system to reciprocate the past contributions of peers, it needs a way to
store information about peers’ past behavior.

Under reputation-based incentive mechanisms, peers decide how to allocate
their resources according to the reputations of the requesting peers. A peer’s
reputation is an aggregation of the opinion of other peers in the system about
the peer. P2PRep is a reputation mechanism for Gnutella [28] which aggre-
gates opinions based on a polling protocol. EigenTrust [29] uses eigenvectors
of normalized trust scores. Karma [30] tracks the resources consumed and
contributed by each peer. P2PRep defends against malicious peers who try
to defraud the voting by contacting some voting peers directly to check their
votes have been correctly reported, and by looking for suspicious clusters of
votes from similar IP addresses. EigenTrust and Karma rely on specialized
secure score management systems.

Our mechanism, the Network of Favors, differs from these as it does not use
any aggregation, relying instead only on the local information available to
each peer. Thus, it can be particularly lightweight, and operate securely in
the absence of advanced infrastructure. It does not need certified identities,
trusted third parties, or score management systems.
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The idea of using pair-wise reciprocation has been explored in other P2P
systems. GNUnet and BitTorrent were independently developed at the same
time as the Network of Favors. The former uses an economic model to allocate
bandwidth resources in an anonymous file-sharing network [19], while the lat-
ter uses pair-wise reciprocation to allocate the bandwidth of peers taking part
in a swarm download [17]. The eMule file sharing client [18] uses the same
principle to decrease cooperative peers’ wait time for file downloads. These
mechanisms are similar to the Network of Favors, but the resource shared is
bandwidth or data, rather than computing cycles. To the best of our knowl-
edge, our work is the first to extensively analyze the behavior and performance
of such mechanisms for sharing computing cycles.

Another related proposal is that of Chun et al. [31]. They propose a P2P
bartering framework based on Sharp [32] that enables peers to exchange claims
on resources. In [31] resources are bartered in within specified time intervals.
A peer P only gives its resource to a peer Q, if there is an agreement that
Q will also give the resources P requires during some specified future time
interval. In the absence of such an agreement, P does not give resources to Q.
In the Network of Favors, in contrast, resources are donated as a favor that it is
likely to be eventually reciprocated. We attribute this difference to the distinct
original targets of the two approaches. The Network of Favors was designed to
cater for resource-intensive applications, for which there is no point in giving
away resources when they are needed locally. Chun et al.’s proposal targets
applications which benefit more from having multiple network vantage points.
These applications will typically want to trade some of their local resources
for remote ones, even when they are actively using local resources.

Finally, Ma et al. [33], [34], [35] propose a resource distribution mechanism
to encourage peers to share. Their mechanism has some very nice properties,
including guaranteeing Pareto-optimal allocation of resources. However it re-
lies on a distributed auditing authority whose cryptographic signatures peers
can check, to ensure that the total amount that each peer contributes to the
system is correctly known by all the peers.

It is worth noting that reciprocation mechanisms are less flexible than market-
based ones. For instance, in the Network of Favors, the “price” of the work
performed by a resource is independent of how quickly or slowly the work was
performed, and of the system conditions (eg. whether there was contention for
the resource used). This is because to have varying prices, it is necessary to
have a currency. If having varying prices is crucial for a system, then a market-
based mechanism would be a better option. However, in the setting we target,
simplicity of the deployment outweighs the flexibility gained by market-based
mechanisms.
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3 The Network of Favors

In this section we define the Network of Favors and evaluate its effectiveness
at encouraging resource donation.

Let us assume that any peer P can autonomously compute the value of the
useful computing power that it consumes from another peer Q and the value of
the useful computing power that it donates to Q. We will call such a donation
a favor.

The local score of peer Q in the eyes of peer P is denoted by sP (Q). If P and
Q have never interacted, sP (Q) and sQ(P ) are zero. If resources of value v are
donated from P to Q, and before the donation sP (Q) = x and sQ(P ) = y,
then after the donation the new local scores satisfy

sP (Q) = max(0, x − v), sQ(P ) = y + v. (1)

The only way that Q can increase its score in the eyes of another peer P is by
donating resources to P . The fact that the Network of Favors uses only local
information prevents it from taking wrong decisions driven by information
provided by malicious peers. The value of sP (Q) is an upper bound on the
amount of favors that P owes to Q.

Resource allocation is performed taking into account the local scores main-
tained by each peer. Whenever P has resources available for donation, it allo-
cates these resources to the requesting peers, giving highest priority to satis-
fying the requests of those with the highest local scores. If all requesters have
a score equal to zero, P chooses recipients at random.

By donating their spare resources, collaborator peers increase their priority
when requesting resources in the future. Free riders (which never donate re-
sources), on the other hand, can only get a fraction of the resources that are
not contended by collaborators with positive scores.

Note that scores are always greater than or equal to zero. This renders innocu-
ous whitewashing attacks in which a free rider keeps presenting itself to the
system as a new peer with a brand new identity. Since zero is the worst score
any peer can have, a peer cannot gain by leaving the system and re-entering
with a new identity. This use of non-negative scores was inspired by Yamagishi
and Matsuda’s reputation experiments [36].

No special bootstrap scheme is required for the Network of Favors to work.
Newcomers start with a zero score. A given collaborator peer P , when choosing
to whom donate its spare resources, treats newcomers in the same way as any
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other peer with a score equal to zero. These can be either the free riders or
other collaborators which have consumed from P at least as much as they
have donated to P in the past. Provided that no peer with a positive score
is contending for P ’s spare resources, a newcomer has the same chance to get
the donation as any other requesting peer.

3.1 Repeated Interactions and the Network of Favors

For any pair-wise reciprocation mechanism to work, peers that have interacted
once must have a high probability of interacting again. Feldman et al. [20] and
Lai et al. [21] have shown that when interactions between peers are infrequent
(for example, because of asymmetry of interest or rapid population turnover),
then incentive mechanisms for sharing based on local history do not scale well
beyond 1,000 peers. Asymmetry of interest happens when peer P is interested
in the resources of a peer Q, but Q is not interested in P ’s resources. A
large peer population with rapid turnover makes repeated interactions between
pairs of peers less likely, and therefore makes it harder for collaborators to be
rewarded.

However, the Network of Favors is effective in P2P grids because in these
systems, unlike with the file-sharing systems considered by Feldman, Lai et al.,
i) there is much more symmetry of interest; ii) interactions among peers follow
a many-to-many pattern; iii) there is a relatively slow-changing population
of collaborators; and iv) the calculation of local scores encourages repeated
interactions.

Interest is much more symmetric in P2P grids than in file-sharing systems.
A file-sharing system may share many thousands of files, of which only a few
will be interesting to a peer, but there are not many different combinations
of operating systems and processor architectures. Furthermore, virtualization
by resource providers and the compilation of portable code or applications for
different platforms by users make most computational resources interchange-
able.

The many-to-many interactions in P2P grids make it more likely that two peers
interact frequently than is the case in systems with one-to-one interactions,
such as most file-sharing systems. A peer in a P2P grid typically interacts
with a large number of other peers each time it requests resources, due to
the large demand for computing power that characterizes high performance
computational grid applications. Moreover, a peer providing resources does
not need to allocate all its resources to a single requester, and can use the
fact that it has several resources to signal to several peers at once that it is a
collaborator.
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We believe it is reasonable to assume a relatively slow-changing population of
collaborators. This is because each peer of the grid is a service which will be
managed by system administrators for one or more users in an organization.
The frequency of new collaborators joining the grid will be slow compared to
the frequency of peer interactions. As we show in this paper, a stable popu-
lation of collaborators using the Network of Favors can manage to prioritize
collaborating peers, even if a majority of the peers in the system at any time
are free riders and the free riders have a very rapid turnover.

Finally, the way the local scores are calculated has the effect of encouraging
repeated interactions between collaborators. If collaborators P and Q have
ever interacted, it is guaranteed that sP (Q) + sQ(P ) > 0. This implies that
at least one of them will prioritize the other over free riders and peers with
which it has not interacted.

4 Evaluation

In this section we model the Network of Favors, and examine the conditions
under which it succeeds in disadvantaging free riders, and therefore, promoting
collaboration. We first present an idealized model of a P2P grid and report an
analytical result for this model on the situations in which a perfectly-informed
pair-wise reciprocation mechanism can promote collaboration. We then use
simulations with large numbers of peers to compare the performance of the
Network of Favors with this ideal mechanism, under representative scenarios
drawn from the analysis.

The system model and analysis for an ideal mechanism appeared in two con-
ference papers [37], [38]. Simulations of the scenarios were reported in [38],
but only for 100 peers. We here simulate the Network of Favors with 1,000
and 10,000 peers and discuss its scalability. Although these simulation results
are similar to the results previously presented for 100 peers, they cannot be
inferred from those. In fact, the effect of increasing the population is that
the reciprocation mechanism becomes more effective. This is the opposite of
what happens under other reciprocation mechanisms [20], [21]. The extension
of the results to 10,000 peers is important as it assures that the Network of
Favors can be used in a P2P grid for research labs, which is a scenario of great
practical relevance.
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4.1 System model, and effectiveness of an ideal mechanism

We consider a P2P grid comprised of a set of collaborators and free riders. At
a given time t, a peer can be either in consuming or in non-consuming state.
When in non-consuming state, collaborators donate their resources, while free
riders go idle. The protocol for donation of resources is that collaborators that
are not in consuming state donate all the resources that they have available as
long as there are peers in consuming state prepared to consume them. Peers
with high scores in the eyes of a donator are given priority in its donations.
Any resources left over, after all peers in consuming state have been donated
the maximum amount of resources that they are prepared to accept, are not
donated. The design parameters that we consider for the P2P system are:

• Eagerness. We assume that, for each peer, C is the maximum value of the
utility that can be obtained by consuming resources from other peers in a
unit time interval, when the peer is in consuming state.

• Frequency of consumption. We assume for simplicity that at a given
time each peer has an independent probability ρ of being in consuming
state. (We model differences in peers’ workloads by differences in C.) Re-
ciprocation mechanisms perform better under strong contention, and thus
our assumption of independence is conservative, modeling the least favor-
able condition in the absence of data on demand correlation.

• Value of donation. When a collaborator is not in consuming state, it has
resources of value D available to donate to the system.

• Cost of donation. The utility lost to the donator as a result of donation is
a fraction v of the utility gained by the recipient as a result of the donation,
with 0 < v < 1. If resources are available for donation but are not donated,
no utility cost associated with these resources is incurred by the resource
owner.

• Prevalence of free riding. We write f for the proportion of all peers that
are free riders. The other peers are collaborators.

The values of v and C/D are the same for all peers, but D (and hence C) can
vary among different peers. The value of ρ is either the same for all peers, or
is chosen independently for each peer from the same Uniform distribtion. We
denote the average values of C, D, ρ by C, D, ρ. We assume for our simulations
that all parameter values are fixed over time. In our analysis however we allow
f to vary over time, because we allow for the possibility that peers change their
strategies over time in order to increase their expected utility. We also assume
that the granularity of resources is low enough that a donating peer with at
least as many spare resources as a consuming peer requests is able to give
exactly the amount of resources requested.
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We define the advantage to collaborators at time t as the expected long-term
utility gain to a collaborator as a result of being in the system minus the
expected utility gain to a free rider. This is a measure of how much free riding
is discouraged at time t.

Consider an ideal pair-wise reciprocation mechanism with perfect informa-
tion, which never prioritizes a free rider over a collaborator. Analysis of the
system model shows that, under the assumption that the amount of resources
requested and donated at a given time can be accurately approximated by
their mean values, the advantage to collaborators is always positive under this
mechanism if there is at least one free rider and ρ ·C ≥ (1− ρ) ·D. It follows
that if this inequality holds, and peers choose whether or not to free ride in
order to maximize their long-term expected utility, then eventually all peers
will collaborate. On the other hand, analysis shows that if the inequality does
not hold, then the ideal mechanism will not succeed in eliminating free riding
from the system (and hence we cannot expect the Network of Favors to do so
in this case). The estimate of the advantage to collaborators given by approx-
imating the amounts requested and donated by their means is least accurate
for parameter sets close to the borderline ρ ·C = (1 − ρ) · D between the two
regions of parameter space. Further detail and proofs can be found in [38].

4.2 Simulation Method

In order to evaluate the effectiveness of the Network of Favors in deterring free
riding, we picked some representative scenarios for the system parameters, and
simulated the Network of Favors and the ideal mechanism for these scenarios.
We used a home-brewed simulator that implements the model described in
Subsection 4.1. The simulator includes some aspects of a real implementation
(specifically, the fluctuations over time of amounts donated and requested)
that are ignored by the analysis.

We initially chose the 54 scenarios in which the parameter values satisfy D =
10; C ∈ {D/10, D, 9D}; ρ ∈ {0.1, 0.5, 0.9}; f ∈ {0.25, 0.5, 0.75}; and v ∈
{0.1, 0.4}. In these initial scenarios the values of D (and hence C) and ρ did
not vary between peers. We chose these parameter values to include both
low and high realistic values, and to include some scenarios for which the
parameter sets are on the borderline found by the analysis. We simulated
these scenarios for populations of 10,000 peers.

As a second step, we introduced some new scenarios where D (and hence C) or
ρ are different for different peers. We investigated the cases where either D or
ρ are given by the uniform distributions U(1, 19) or U(0.1, 0.9), respectively.
As simulations with 10,000 peers are very demanding on computing power,
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we used 1,000-peer populations for these scenarios.

In our simulations, the timeline is in turns, and at each turn each peer has an
independent probability ρ of being in consuming state.

For the sake of simplicity, we assume in the simulations that a donating peer
donates as much as possible to the requester with the largest local score, then
to the requester with the second largest local score, and so on. If there are
still resources to be donated and no more peers whose local scores are greater
than zero, the peer randomly chooses requesters with scores equal to zero to
donate its resources.

We calculated the advantage to collaborators as the mean utility of collabo-
rators minus the mean utility of free riders divided by the number of turns we
have simulated.

Our simulations are for fixed values of f . If peers change strategy in order
to maximize their utility, f may vary over time. However, if we can show in
the simulations for different fixed values of f that the two mechanisms give
similar advantages to collaborators, we argue that it is reasonable to suppose
that the effect over time of the Network of Favors on peers’ willingness to free
ride will be similar to that predicted in 4.1 for the ideal mechanism, with the
prediction being least accurate when the parameter set lies on the borderline.

4.3 Simulation Results

In all scenarios simulated, the value calculated for the advantage to collabo-
rators converged with a negligible margin of error after 2,000 turns.

For both incentive mechanisms, the advantage to collaborators in the simula-
tions was positive for all 36 of the initial scenarios for which the analysis of an
ideal mechanism had predicted that it would be positive. Moreover, for most
of these scenarios, there was little difference between the values of the two
incentive mechanisms; the difference was significant only in the 12 scenarios
for which C = D and ρ = 0.5 or C = 9D and ρ = 0.1. These are all on the
borderline found by the analysis. We detail the results for these scenarios in
Table 1. The Network of Favors performs on average only 22% worse than the
ideal mechanism on these 12 scenarios.

It is worth noting that, for both incentive mechanisms, the advantage to col-
laborators is positive for all the scenarios presented in Table 1. In the absence
of an incentive mechanism, free riders would be better off than collaborators.
We should also note that we are comparing an ideal incentive mechanism,
which is not implementable, with the practical Network of Favors.
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Table 1
Advantage to collaborators for the scenarios where C = D and ρ = 0.5 or C = 9D
and ρ = 0.1

C ρ v f NoF Ideal Difference

D 0.5 0.1 0.25 3.52756 4.32169 12.25%

D 0.5 0.1 0.50 3.77000 4.38480 16.31%

D 0.5 0.1 0.75 3.77830 4.39351 16.28%

D 0.5 0.4 0.25 1.74116 2.81585 61.72%

D 0.5 0.4 0.50 2.27121 2.88190 26.89%

D 0.5 0.4 0.75 2.27799 2.89583 27.12%

9D 0.1 0.1 0.25 6.67030 7.56041 13.34%

9D 0.1 0.1 0.50 6.97965 7.75235 11.07%

9D 0.1 0.1 0.75 6.88675 7.77904 12.96%

9D 0.1 0.4 0.25 3.99047 4.87592 22.19%

9D 0.1 0.4 0.50 4.27503 5.05738 18.30%

9D 0.1 0.4 0.75 4.19039 5.07599 21.13%
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Changing the distribution of D to U(1, 19) had little effect. Changing the dis-
tribution of ρ to U(0.1, 0.9) resulted (via the increased statistical fluctuations
in the amount of resources donated) in an increased difference in the perfor-
mance of the two incentive mechanisms in the scenarios where C = D, and
made the advantage to collaborators negative under the Network of Favors
in the scenario where C = D, v = 0.4, ρ = U(0.1, 0.9) and f = 0.25. All
these scenarios are on the borderline. In addition, the scenario in which the
advantage to collaborators was negative has high donation cost and a rela-
tively small proportion of free riders which share the resources not donated to
collaborators.

Overall, the Network of Favors gave a positive advantage to collaborators in all
but one of the scenarios for which the analysis predicted there was a chance
to eliminate free riding, and for most of the scenarios there was very little
difference between the measured advantage for collaborators in a system using
the Network of Favors and in a system using the ideal incentive mechanism. In
particular, the Network of Favors gave similar results to the ideal mechanism
in all the scenarios for which ρ · C > (1 − ρ) · D.

The population size of 10,000 is two orders of magnitude greater than the
current largest grids and was chosen based on the characteristics of the kind
of grids we envisage will make best use of the Network of Favors [8]. By
carrying out further simulations of the initial 54 scenarios with 1,000 peers,
and comparing with our previously-published results for simulations of all the
scenarios with 100 peers, we found that the Network of Favors behaves dif-
ferently from other reciprocation mechanisms which do not scale well beyond
1,000 peers [20], [21]. We found that within the limits of scalability, the larger
the population size, the better both the Network of Favors and the ideal mech-
anism performed. This is because under the ideal mechanism free riders are
only able to consume resources which are not contended by any collabora-
tor, while under the Network of Favors only the resources not contended by
collaborators with scores greater than zero. The more peers there are, the
more collaborators, and the more likely it is that a resource is contended by
a collaborator.

A system using the Network of Favors requires some time to reach a steady
state in which free riders are marginalized. In simulations of 1,000-peer systems
with 750 free riders, we measured the percentage of resources which were
donated to the free riders in the last 50 turns. We found that this percentage
dropped steadily after the 50th turn until stabilizing at very low levels after
at most 1,000 turns.
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5 The OurGrid System

We have implemented and evaluated the Network of Favors in OurGrid, a
P2P grid that provides resources for Bag-of-Tasks (BoT) applications, ie.
those parallel applications whose tasks are independent [39], [40]. BoT ap-
plications are especially well suited for execution on today’s grids due to their
large computation-to-communication ratio. Moreover, despite the simplicity
of their structure, BoT applications are useful in a very wide variety of ap-
plication areas, including data mining, brute-force search, parameter sweeps,
meteorology, environmental engineering, simulations, computational biology,
and computer imaging.

BoT applications have two characteristics which make them suitable for a
system using the Network of Favors. The first is that they can benefit from the
use of volatile resources, because the failure of one task does not affect another.
Volatile resources are ones that may become unavailable at any moment. As
the Network of Favors does not provide guarantees about how long a resource
should be allocated to a given peer, the resources exchanged using it are
volatile.

The second characteristic is that their users are often eager consumers, mean-
ing that if they are in consuming mode and are offered additional computing
power, they are likely to find profitable ways to use it. (In our system model,
this corresponds to having very high values of C. As shown in 4, high values of
C ensure that the Network of Favors is effective in promoting collaboration.)
It is frequently the case that BoT applications are comprised of a great num-
ber of tasks, and that the amount of work done in a given time is therefore
approximately proportional to the amount of resources available. John Reyn-
ders of Celera Corporation has stated that Celera could “certainly use any
resources we can get our hands on” to perform their computations for drug
discovery [41]. In rendering, the folk wisdom known as Blinn’s law [42] states
that if there is an increase in rendering speed, then the artist will increase the
complexity of the frames to be rendered, to the point that the speed improve-
ment is negated. Moreover, Paranhos et al. [43] and Santos-Neto et al. [44]
have shown that the replication of tasks among the available resources im-
proves the makespan of BoT applications running on grids. These arguments
suggest that contention for resources is very likely in a grid used to run BoT
applications. Resource contention increases the effectiveness of the Network of
Favors.

In the rest of this section we describe our experience implementing, deploying
and using the Network of Favors in OurGrid. In Subsection 5.1 we describe how
we implemented the Network of Favors in OurGrid. We then present results
from controlled experiments with the OurGrid software in Subsection 5.2 and
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our experience with the deployment of OurGrid in Subsection 5.3.

5.1 The Network of Favors in OurGrid

Each peer in OurGrid is a site that has grid users and a set of grid machines,
which are the machines from the site made available to the grid. Whenever
the grid machines owned by a peer are not required by its local users, the peer
tries to use them to satisfy requests made by the other peers in the system.
Local requests always have priority over remote ones. If a local resource which
is allocated to another peer is requested by a local user, it is immediately
pre-empted and reallocated to the local user.

As in any P2P network, a participant must discover which other peers can
satisfy his demand, and propagate his request to them. Currently, peers use
a simple point-to-point broadcast mechanism to propagate queries, but we
intend to evolve the software to use a more scalable grid discovery mechanism
such as NodeWiz [45, 46].

When collaborator peers receive remote requests and have idle resources, they
allocate these resources using the Network of Favors. A collaborator identi-
fies all requesters, gets the current local score for them, and divides the grid
machines among the peers with positive scores proportionally to their scores.
Any idle resources that are not allocated are shared among requesters with
scores equal to zero. Similarly, if all requesters have scores equal to zero, they
receive an equal share of the resources. Both consumer and provider update
the appropriate local scores as soon as a resource is returned to the provider.

To update the local score of peer Q, peer P autonomously performs an ac-
counting of the favors it has given to and received from Q, so as to avoid
problems of forged accounting. A favor from Q to P is the allocation of some
of Q’s resources to P for some time. During this time, P will run some of the
tasks which compose a given job (ie. a BoT application) on the resources ob-
tained from Q. Accounting for the value of such tasks is not trivial. Note that
valuing the favor based solely on the time for which P used Q’s resources does
not gauge how useful Q’s resources were for P to run its jobs. Resources may
vary in CPU speed, memory size, current load and available storage. These
attributes may affect the performance of tasks on these resources in different
ways. Moreover, since we do not assume that peers are trustworthy, P can-
not trust accounting results that are based on information provided by Q. In
fact, there is an incentive for Q to tamper with measurements of attributes
to make its resources appear more valuable than they really are. To deal with
these problems, we developed an autonomous relative accounting mechanism
to determine how useful a resource was in running a task [47].
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To do the relative accounting for a favor obtained from Q, P executes some
of the tasks of the job on its own resources and some others in the resources
donated by Q. Then P calculates the relative power of Q in relation to itself
(rpowerP (Q)) as the ratio between the average execution time of the tasks
ran locally and the average execution time of those run in Q. The favor Q
has provided is accounted by P as the product of the duration of the favor
by rpowerP (Q). On the other hand, since rpowerQ(Q) = 1, Q accounts the
favor it has provided to P as simply the duration of the favor. This way no
information needs to be exchanged between consumer and provider, and it is
not necessary to determine which resource characteristics affect which tasks.
This relative accounting mechanism has been shown to be efficient even when
the size of tasks varies widely, with an exponential distribution [47].

Note that the autonomous estimates of favor values are the only information
that the peers need to allocate resources according to the Network of Favors.

5.2 Experimental Results

We now provide experimental data from the use of the Network of Favors
in the OurGrid software. This data shows how well the implemented system
provides incentives for collaboration. The implementation of the Network of
Favors in OurGrid has one distinguishing aspect that we do not consider in
our analysis or simulations, which is the pre-emption of tasks. Tasks are pre-
empted in two situations. If a peer receives a request for machines from a local
user, it tries to satisfy the request, even if in order to do so it has to abort work
from remote peers that is being done in the local machines. This is meant to
ensure that participating in the system can never be worse than being out of
the system. Also, if a peer receives a request from another peer and decides to
change the current allocation of its resources, it aborts any work being done in
the machines which will be reallocated. As a performance metric, we measure
the makespan of the jobs submitted to the peers—that is, the time between
the submission of a given job and the end of the execution of its last task.

Our experiment consists of observing the behavior of a 4-peer system run-
ning OurGrid software under contention for resources. Each peer owns 4 grid
machines and alternates between periods of idleness and demand for the re-
sources in the network. All grid machines are identical. After the start of the
experiment, each peer receives submissions of 60 jobs, each comprised of 40
1-minute long tasks. At each peer, there is a scheduler that manages the ex-
ecution of jobs that have been submitted to that peer. This scheduler only
starts the execution of a job if the previous job execution (if any) has finished.
Otherwise, the submitted job waits in a queue until the previous job is com-
pleted. The times in minutes between the submission of any two jobs are given
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by the uniform distribution U(1, 20). Note that if a peer uses only its local
resources, it will take 10 minutes to complete a job (if we ignore the queueing,
scheduling and communication overheads). The experiments were conducted
in a controlled environment, and one run was performed for each of them.

We first executed the experiment with peers acting in isolation from each
other, ie. without forming a P2P grid. In this experiment the average makespan
over all jobs executed was 26.18 minutes. The increased average makespan was
mostly due to queuing delays caused by jobs that ran concurrently. Then, we
replayed the execution of the same jobs, this time with the peers forming a
grid, ie. the same jobs were again submitted to each peer at the same time
they were submitted in the previous experiment, but this time peers could use
both local resources and remote resources from the other peers in the system.
For each peer we computed the average makespan using the results collected
for the execution of the first 55 jobs, when no peer had yet finished all 60
jobs. In this case, the 4 peers had an average makespan of 7.27, 7.55, 7.12 and
7.70 minutes, respectively, and the average makespan over all peers dropped
to 7.41 minutes, which is 3.5 times faster than in the isolated setting, and
indicates that some tasks were carried out using other peers’ machines. Thus,
there was a clear advantage for the peers to join the grid.

Finally, we measured the impact of a free rider joining the grid. Again, we
replayed the previous execution adding a fifth peer to the grid with the same
configuration of the other peers, but behaving as a free rider. In this case
the average makespan for the 4 collaborators was 6.32, 7.20, 7.15 and 8.18,
respectively, for an average makespan of 7.21 minutes, nearly the same as
before. This indicates that collaborators are not significantly affected by the
free rider peer. On the other hand, the average makespan of the free rider was
12.15 minutes. This indicates that although it was able to get some of the
machines that were not contended and also decrease its average makespan,
it would have been better off as a collaborator. Figure 1 plots the results
collected for the execution of this last scenario and shows how the free rider
is marginalized over time, from its 6th job onwards.

5.3 Deployment Experience

OurGrid is currently in production as a free-to-join grid. A fresh snapshot of
the system can be seen at http://status.ourgrid.org/. Our experience deploy-
ing this system and the feedback received from users were useful for verifying
assumptions made when designing the Network of Favors and to show us new
requirements for OurGrid.

Figure 2 presents a little over three months of data extracted from the logs
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Fig. 1. Accumulated makespan average for the first 55 jobs submitted to the 5-peer
grid

of all peers in the system and shows, at intervals of 2 hours, the evolution
of the number of peers, machines available in the system (including those
being used locally by the peers) and machines being donated. Since there are
machines being donated most of the time, we can infer that most of the time:
i) there is demand that is not satisfied by local resources (indicating consumer
eagerness); and, ii) there are resources in the system which are not being used
locally. Therefore, the resource sharing enabled by OurGrid is useful for its
users.

An interesting lesson from our initial experience with OurGrid is that al-
though it was designed not to depend on human cooperation, local policies to
improve cooperation have been requested by users. For example, laboratories
that have close collaborations offline would like to prioritize each other as re-
cipients of resource donations, in addition to sharing resources with the rest
of the system. This happens because besides being part of OurGrid, peers can
also be part of offline communities. We intend to reflect this in the creation of
sub-communities inside OurGrid. Members of the same sub-community will
prioritize other members according to local policies. To identify such mem-
bers securely, these sub-communities will need certificates issued by recognized
Certification Authorities. However, peers only need to have a certification au-
thority that is recognized by the sub-community. OurGrid does not require
globally recognized certification authorities, and will still work with no certi-
fication authority at all.
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6 Conclusion

An important but frequently overlooked aspect of grid computing is how to
create and manage the growth of grids. Currently, this process involves human
negotiation. This is not flexible or scalable enough for grids with thousands of
peers. In this paper we have presented the Network of Favors, which provides
incentives for assembling grids without depending on human negotiation. We
have investigated its behavior and discussed its implementation and use in
OurGrid.

Compared to alternative solutions for the problem considered, the Network of
Favors is much simpler and less costly, allowing systems that use it to depend
on much less infrastructure than would be necessary for more sophisticated
mechanisms. The drawback is that by choosing this simple reciprocation-based
mechanism, one loses the greater flexibility provided by market-based incentive
mechanisms.

The simplicity and effectiveness of the Network of Favors have allowed us
to successfully build and deploy OurGrid (see www.ourgrid.org), which is in
production since December 2004. OurGrid is currently being used to run appli-
cations in several different domains, including molecular dynamics, discrete-
event simulations, climate forecast, image rendering, hydrological manage-
ment, and data mining.
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