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ABSTRACT

A common syndrome in much of the current quantum optics and quantum computing literature is the casual
switching between classical concepts (e.g., geometric rays, electromagnetic waves) and quantum concepts (e.g.,
state vectors, projection operators). Such ambiguous language can confuse designers not well versed in the deeper
subtleties of quantum mechanics, or worse, it can lead to a flawed analysis of new designs for quantum devices.
To validate that a quantum device can be constructed with the expected characteristics and that its quantum
effects are correctly interpreted, a set of unambiguous design rules would be useful. In this paper we enumerate
such a set of easily applied quantum rules in the hope that they might facilitate clearer communication between
researchers and system developers in the field. In part, we are motivated by recently reported interferometer
results that have not only led to flawed claims about disproving fundamental quantum principles, but have
elicited equally flawed counter arguments from supposedly knowledgeable respondents. After one hundred years
of testing Einstein’s photon, it is alarming that such widespread confusion still persists. Our proposed quantum
design rules are presented in a practical diagrammatic style, demonstrating their effectiveness by analyzing
several interferometers that have appeared in the recent literature. Application to other quantum devices e.g.,
quantum ghost imaging, are also discussed. We stress that these rules are entirely quantum in prescription,
being particularly appropriate for single-photon devices. Classical optics concepts e.g., refractive index, are not
required since they are subsumed by our quantum rules.

Keywords: bifurcation, interferometer, quantum path integral, quantum imaging

1. INTRODUCTION

All these fifty years of conscious brooding have brought me no nearer to the answer to the question,
‘What are light quanta?’ Nowadays every rascal thinks he knows, but he is mistaken.

—FEinstein to Besso (1951)

In this centennial year since Einstein’s radical hypothesis that Maxwell’s classical electromagnetic fields should
(somehow) be regarded as having a quantized structure in order to correcly account for their interaction with
matter (e.g., photoelectric phenomenal), and more than fifty years after his comment to Besso, we are still in the
position that although we have uncovered ever more exotic properties of light than those considered by Einstein,
we have not achieved a deeper understanding of the photon. On the other hand, it is clear that today we are
in possession of the correct quantum rules for determining how the photon interacts with matter—up to and
including the most recent novel cases (e.g., quantum cryptoFAXing?3 and quantum interrogation® ).
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Figure 1. Three possible photon paths between a monochromatic source and a detector.

This situation seems not yet to have been fully acknowledged, as evidenced in the modern quantum-optics
literature which can be viewed as falling into two broad categories: (i) quantum communications where the
tendency is to emphasize the particle nature of photon by expressing its interactions with matter using an
information-theoretic state-space”® or discrete-valued logic gates,” ! and (ii) quantum imaging where the
tendency is to emphasize the wave nature of the photon through the use of Maxwellian field approximations. 2

In this paper, we attempt to remove that historical dichotomy by presenting a relatively simple set of quantum
mechanical (QM) rules which are based neither on the particle nor the wave concept. These rules are aimed
at the quantum-device engineer rather than the quantum physicist, per se. Our inspiration stems in part from
Feynman’s Mautner Memorial Lectures'® on quantum electrodynamics (QED) where he begins by demonstrating
that all of classical optics (and later all interactions of light with matter) can be understood and calculated entirely
in terms of a set of simple arithmetic rules. Those seemingly benign rules are in fact a pictorial distillation of
Feynman’s earlier Quantum Path Integral (QPI) formulation of quantum mechanics'®1® where the physical
photon is represented by an infinite set of paths (quantum amplitudes) between source and detector. As far as
we are aware, the idea of deriving the well-known results of classical optics from a purely quantum mechanical
standpoint (with no more effort than vector addition) seems to be unique to Feynman and, with the exception
of some novel pedagogic applications,'® appears to be largely unknown to the broader optics community.

The physical photon is only known to us as a consequence of a measurement process e.g., at a detector.
What happens between emission and detection remains inscrutible. However, the measurement outcome can be
correctly predicted by treating the transition between emission and detection as a multiplicity of possible paths
that a physical photon could take (Fig. 1). These paths are to be regarded as sample paths in the stochastic
sense. All paths between emission and detection are equally likely, but they contribute differently to the final
probability which is the number that is compared with measurement at the detector. These are the QPI paths.
Because of the multitude of QPI paths they can appear visually richer than other QM representations, and there
is the temptation to incorrectly interpret them as offering a deeper philosophical significance. We scrupulously
avoid being labeled one of Einstein’s rascals by not trying to promote the QPI as offering any deeper insight into
the true nature of the physical photon than any other QM representation. We shall endeavor to shepherd the
reader away from this potential pitfall throughout the subsequent discussion.

Drawing a multitude of QPI paths literally can cause visual clutter. If we were to draw the multiplicity of
possible QPI paths as in Fig. 1, for example, the subsequent figures would become illegible. To minimize that
problem, only significant QPI paths from the multitude are included in the diagrams. This also avoids the other
mistake of drawing just a single path corresponding to the classical Fermat path.

The authors’ experience with VLSI design!” has made us aware of the importance of having correct design
rules. Design rules provide an abstraction of physical reality so that when one makes the transition from pure
physics to a commercial technology, one does not need to understand all of the underlying physical details. We
have now reached that point with quantum communications and imaging devices. We shall emphasize the visual
form of the quantum design rules because a visual representation offers one of the best cognitive impedance
matches. Ultimately, we would like to see these rules embedded in automated design tools.®  Our design
rules will be applied to several kinds of quantum devices, including those that explicitly use optics (e.g., lenses,
apertures).> 18

This paper is organized as follows. Sect. 2 presents the mathematical underpinnings of the QPI. Sect. 3
defines a set of operational design rules for analyzing quantum devices based on the mathematical properties
outlined in Sect. 2. In Sect. 4 we apply these quantum rules to both classical optics and some well-known



quantum devices. In Sect. 5 we analyze a more complex quantum imaging device for which the conventional
analysis'? leads to an erroneous conclusion. We demonstrate how our quantum design rules can be applied to
reveal the source of the error. In Sect. 6 we briefly point out how the QPI formalism can be extended to include
relativistic effects. Sect. 7 summarizes the main points of this paper and outlines future research directions for
applying QPI analysis to quantum imaging and communication devices.

2. QUANTUM PATH INTEGRAL

In this section we briefly introduce some basic mathematical aspects of the quantum path integral (QPI) which
will then be used to develop a more diagrammatic form of analysis in subsequent sections of this paper. Deriva-
tions and proofs can be found in the source literature and tutorials.!® 152023  The QPI is both a formal
mathematical construction and a highly visual representation.

Definition 1 (Propagator): Every path z(t), starting at a source point (zs,ts) and ending at a detector
located at the point (z4,t4) in space and time (Fig. 1), receives a weight proportional to:

Slz®)]/h (1)

where the phase is represented by the classical action*

i.e., the time-integral of the Lagrangian. |

The Lagrangian is defined in terms of the kinetic energy T'(¢) and the potential energy V (z) as
L=T(&)-V(z), (3)

for a Newtonian point-particle located at position x at time ¢ and moving with velocity ¢ = dx/dt. It is important
to note that the phase S[x(t)] in eqn.(1) makes an explicit connection between classical mechanics and QM. In
the examples we shall consider, the photon is treated as a free particle (i.e., V(z) = 0).

Definition 2 (Summation): The non-relativistic quantum propagator for a photon to go from source (s) to
detector (d) is defined by the summation over all possible individual paths weighted according to eqn.(1):

G(za, talzs ts) = Ny eSl0I/n (4)
r

where N is a normalization constant, and I' means all paths connecting (zs,ts) and (24,tq). In the continuum
limit eqn.(4) can be written as a functional integral:

d
G(xd,td|xs,ts)zG(d|s):/ eSEOVR DI (1)) (5)

with the appropriate choice of integration measure. Hence the name quantum path integral. |

For a free massive particle the Lagrangian in eqn.(3) becomes L = T'(z) = %m{vQ, and the associated integration
measure is:

/D - N—»oo(27mth€/N)>N/2 Tl l/dxl (6)

*The constant i = h/27 (where h is Planck’s constant) is also known as Dirac’s constant. The classical action S[z(t)]
and 7 have the same physical dimensions, so the phase in eqn.(1) is dimensionless.

tThe quantum path integral should not be confused with the more elementary line integral fab F-ds of a vector-valued
function F along a curved path s from a to b.
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Figure 2. Two photon paths (1 and 2) between a source and a detector each of which undergoes an interaction with
matter (i.e., with the electrons in it) as represented by the sub-paths (1a, 1b) and (2a, 2b). Since the photon is absorbed
and reemitted with each interaction, they are not the same photons.

and the propagator to move from the origin to a point (z,t) is given by'® (Appendix A):

2

m mz
G(z,t0,0) = it <P (z oy ) (7)

Although the notion of integrating over an infinite collection of paths would seem intractable, in many cases
the dominant contributions to eqns.(4) and (5) come from just a few paths (Fig. 1) because the remainder have
highly oscillatory phases and thus their respective contributions cancel one another.!> We shall make use of
this important fact throughout. Moreover, if S[z(¢)] > % in eqn.(1) only one path contributes to the propagator
viz., the path of a Newtonian particle which minimizes the action (2).2! For the photon, this stationary phase
corresponds to the Fermat path.

Theorem 1 (Convolution): For any intermediate point x; between zs and x4,
G(wa, tals, ) :/ G(aa, talei, t1) G, ti|e, 1) da (8)
ers
Equation (8) states that the propagator for any complete path z(t) comprising two segments partitioned by

(x4, ;) is determined by taking the product of the propagators for each of the path segments (Fig. 2). [ |

The proof follows immediately from the additivity of the actions'® or the composition law for the QM evolution
operator (see Sect. 2.2). Note that such products must be evaluated prior to the summation in eqn.(4) over all
complete paths. The generalization of eqn.(8) to any number of multiple segments also holds and is the basis for

eqn.(6).

2.1. Schrodinger Representation

Theorem 2 (Wave Function): The conventional QM wavefunction which solves the Schrodinger equation is
defined in terms of the propagator eqn.(4) as:

b(d) = / G(a, tala t2) Y(s) da (9)

This expression underscores the use of the term propagator for G(d|s). Eqn.(9) takes the system from a state
¥(s) to a state 1(d). |

The proof follows from Theorem 1. From eqn.(9) it follows that G(d|s) behaves like a Green’s function. Defining

G+(xd,td|xs,ts) :G(td—ts)G(xd,td|xS,ts) (10)



where 6(t) vanishes for ¢ < 0 and is 1 otherwise ensures positive time causal solutions, then:

2
(—;VQ — ’ihat) Gy =0(tqg — ts)é(xd — .1‘5) (11)
m

which establishes that the QPI is also a solution to the Schrédinger wave equation and therefore an equivalent
representation of QM.

2.2. Dirac Representation

The QM time-evolution operator U(tq,ts) = exp[—iH (tq — ts)/h], is expressed in terms of the Hamiltonian
H = pi — L, which is the Legendre transform of the Lagrangian in (2). The state [¢)(t4)) of a quantum system
at some final time ¢4 is determined by its initial state [1(ts)) via U(tg,ts):

[Yh(ta)) = Ulta, ts) [1b(ts)) (12)

The resulting wavefunction, expressed as the projection of the final state onto position basis states is given by:

bats) = (@ab(te)) = 2V (ta t)l0(Es))
- / 0 [2)U (b, 1) (2o 0(E4)

=[Gl tde. vz (13
where we have introduced an orthonormal basis via the completeness relation [ dz4|z,)(zs| = 1. Hence,
G(xa, talws, ts) = (zgleap HEamt)/h g ) (14)
which establishes the connection between the QPI propagator and the time-evolution operator.

2.3. Density Matrix Representation

In the context of quantum computing, photonic qubits evolve reversibly according to eqn.(9) for |¢), (11) and
eqn.(12) since U can be replaced by UT. This assumes that the system can be completely isolated from its
external environment. For a large number of identical non-interacting qubits, each in a state |1), is it often more
convenient to describe the ensemble using a density operator:

p =) (15)

The entropy of the ensemble can then be expressed in terms of eqn.(15) as:
S=—kTr(plnp) (16)

where k is Boltzmann’s constant and Tr (trace) denotes the sum of the diagonal elements.

The connection between the statistical mechanics notion of reversibility?? and the QPI comes from expressing
eqn.(5) in terms of an imaginary time coordinate t — —it (Wick rotation) which takes eqn.(14) from complex-
valued Hilbert space to a real-valued Euclidean space where:

p= / e SOl Dy (t). (17)

with 8 = t/h. Hence, QM in imaginary time is logically equivalent to statistical mechanics at the inverse
temperature § = 1/kT. An alternative normalization relates the partition function Z to the statistical density
matrix Z = Tr(p). In this Euclidean representation, the QPI sample paths become physical particles (e.g., a
Boltzmann gas, atoms in crystal).



2.4. Photon Representation

Before proceding to discuss the quantum design rules based on the QPI formalism, we should mention an
often overlooked inconsistency in the treatment of the photon so far. Whether viewed classically or quantum
mechanically, light is relativistic. In vacuuo, the photon has a velocity ¢ and is massless (which accounts for
the infinite range Coulomb force). However, the propagator defined in eqn.(7) is for a massive particle with a
velocity # < c¢. To see this, we note that the phase in the free particle propagator corresponds to the plane wave
solution of the Schrédinger equation (11) (See Appendix B):

Y(w,t) = eh(Pr=E (18)
which follows from the associations:
p — ihV and E— hw (19)

On the other hand, the photon is more properly represented by the relativisitic plane wave solution
A (w,t) = ' Prhet) = eiPupu (20)

in 4-dimensional (u = 0,1,2,3) space-time. It satisfies the Klein-Gordon wave equation!:

(v2 - 0128?>AH =0 (21)

for a massless, spin-1, vector boson, not the non-relativisitic Schrédinger wave equation. The reconciliation
between the quantum and the relativistic aspects of the photon leads to much more complex QED propagators'*
than eqn.(7), and more complex than Einstein ultimately imagined®* (See Sect. 6). On the other hand, for the
non-relativistic energies we are considering here, full-blown QED would be overkill (but see Sect. 6). A more
intermediate representation takes the photon paths to be the classical Fermat path together with neighboring
QPI paths. It is in this sense that we are working in a semi-classical approximation for the photon (See Sect. 4.1
for more on this point).

In this section we have introduced the QPI formalism and shown that it is equivalent to other representations
of QM used in the quantum communications and quantum imaging literature. In subsequent sections, we shall
emphasize the visual aspects of the QPI paths as the basis for our quantum optical design rules.

3. QUANTUM DESIGN RULES

Hereafter, we focus on the photon as the quantum particle of interest, but before continuing let us recap the the
implications of Sect. 2 for the design rules we are about enumerate.

The QPI formalism is mathematically rigorous but the physical implications are extremely odd. It tells us
that the results of measuring a physical photon correspond to summing up every conceivable path that the
photon could have taken between source and detector, then taking the absolute square of that sum. By this
is meant not just a few paths like those shown in Fig. 1 or even a few hundred paths, but all possible paths.
Prima facie this seems entirely unphysical, but it is part and parcel of the obscure nature of QM and reinforces
Bohr’s position.?> As a counterpoint to this obscurity, however, the QPI does provide us with a clear visual
representation that is neither particle nor wave based yet, by virtue of its association with the classical action,
is not too far removed from our notion of a classical point particle.

Definition 3 (Quantum Optical Device): By quantum optical device we shall mean any apparatus that
employs coherent or correlated photons (especially single photons or entangled photons) as part of its technology.
Based on the QPI formalism of Sect. 2, the fundamental operational rules for these devices can now be stated.

Rule 1: The physical photon is a quantum entity. To avoid ascribing any deeper interpretation to the photon,
we consider only the calculational rules for the QPI paths defined in Sect. 2.

Rule 2: Photons only interact with electrons (Fig. 2), not other photons. Such interactions are called events.
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Figure 3. Sample QPI paths corresponding to emission of light from a standard source and imaged in the eye. As
indicated by the angle of the arrows,'® paths that make long excursions away from the optical axis take a longer time
to reach the image plane and have phases that cancel each other. The vector addition of a complete set of arrows (not
shown) produces a crude Cornu spiral.

Rule 3: All matter contains electrons. Introducing any material into a quantum optical device introduces
electrons which can affect the behavior of the photons in that device by virtue of events.

Rule 4: Between interaction events, the photon acts like a free particle (cf. Appendix A) following an arbitrary
path. The difference between paths is determined by the corresponding phase function S[z(t)] in eqn.(2) for that
path. The final interaction event is detection.

Rule 5: A photon that undergoes an intermediate interaction event (i.e., other than detection) starts a new
QPI path segment (as a different photon) until the next event. The detailed physics of the interaction between
photons and electrons (which is the domain of QED) is not described in this approximation. See Sect. 6.

Rule 6: The contribution of successive path segments within a complete QPI path between source and detector
is determined by taking the product of the propagators belonging to each segment. This follows from eqn.(8).
These products must be evaluated prior to performing any summation (superposition) of complete QPI paths.

Rule 7: All possible photon paths must be considered when computing the outcome for a physical photon. In
practice this means scrutinizing for the most likely paths that contribute to the sum in eqn.(4). In certain cases
(e.g., Sects. 4.3 and 4.5) the number of contributing QPT paths can be very few. Photon paths that take nearly
equal times to reach the detector will have phases that tend to reinforce each other. Otherwise, paths will make
reduced contributions as they tend to cancel each other. See Sect. 4.1 for more details.

Rule 8: The only quantity that can be compared with the result of a physical measurement is the absolute
square of the QPI propagator:

Pr.(d) = G(d|s) G(d]s) = |G(d]s)|? (22)
which is the probability of detecting a physical photon at (z4,tq).

4. APPLYING DESIGN RULES
To establish the credibility of the quantum design rules developed in Sect. 3 we apply them to several well-known
examples.
4.1. Convergent Lens

Since the QPI description of how a convergent lens operates will be central to our discussion in Sect. 5, we begin
by applying our design rules to a lens in a manner similar to that presented by Feynman'3—which emphasizes
the visual rather the calculation aspects of the QPI.



Figure 4. A highly idealized representation of a convergent lens in the QPI representation. QPI paths that pass through
the lens reach the eye at the same time because those paths near the center of the lens must traverse a proportionately
thicker amount of glass at a slower speed than paths near the periphery of the lens. Similar to Fig. 3, paths outside the
area of the lens still reach the eye but arrive with different phases that tend to cancel each other.

Consider a standard source of light as seen by the observer depicted in Fig. 3. Classical optics tells us that
such light travels in straight lines (or geodesics) and can therefore be represented by geometric rays. The QPI
view, on the other hand, represents light as an infinite multitude of possible paths (not just a straight line)
between the source and the image. Not all paths have the same length between source and detector, and we
know from Sect. 2.4 that the physical photon has a constant speed c. Therefore, in order to arrive at the detector
at a given time, photons that travel longer distances must be emitted earlier than those that travel a shorter
distance. The exact times of emission cannot be known because of Heisenberg’s uncertainty principle. Since we
know the energy of a monochromatic photon from eqn.(19) precisely, we cannot know the exact time of emission;
we can only know a time interval.

Within that interval there will a multiplicity of emissions producing a tube of paths shown in red in Fig. 3.
Each of these QPI paths has associated with it a weight given by eqn.(1) where the distinction between paths
is expressed entirely in the phase S[z(t)]/h of eqn.(2). More pictorially, Feynman'3 associates the phase of each
path with the hand of an imaginary stopwatch? shown as the small arrows in Fig. 3. The multiplicity of emission
times corresponds to the angle of Feynman’s arrows. Also shown in Fig. 3 is the corresponding Cornu spiral®®
formed by vector addition of the arrows. Those arrows corresponding to the tube of QPI paths have very similar
angles and therefore produce the major contribution to the path integral. In this sense, the tube of QPI paths
reinforce one another. The arrows are, of course, an oblique reference to the fact that a QPI path is formally a
complex vector in Hilbert space. The angle of each arrow at the image plane corresponds to the value of its phase
at emission. FEach arrow is then added vectorially (Rule 7) and the absolute square of the result is compared
with measurement'® 16 (Rule 8). Feynman goes on to analyze internal reflection, mirrors, and lenses in the this
way. Rather than repeat all that here, the reader is encouraged to peruse Feynman’s book.!?

The uncertainty of the emission time which leads to the existence of the tube of QPI paths is a fundamental
physical property, unrelated to the noise in an observation. This measurement error can be made as small as
desired by using standard techniques such as cooling the emitter, the detector, and other critical elements in the
apparatus, as well as measuring entangled photon coincidence counts.

The operation of a lens, from the QPI standpoint, builds on the concepts in Fig. 3. Ideally, the lens arrange-
ment in Fig. 4 has infinite diameter. The lens has the effect of slowing down those QPI paths that pass through it
because the photon interacts (through scattering, absorption, reemission) with electrons belonging to the atoms

iThe analogy is false in the sense that a stopwatch implies QPI paths with amplitudes exp(+iwt), whereas plane wave
solutions for a free photon imply exp(—iwt). The choice of sign has no impact on the outcome of calculations.
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Figure 5. Photon paths in a Mach-Zehnder interferometer with half-silvered mirrors (HSM). The surviving QPI paths
are drawn as a tube of paths around the Fermat path.

that comprise the glass (Rule 2). Of course, similar interactions occur between photons and the electrons in the
atoms of air (in an unevacuated device) but we shall ignore that detail here. Those QPI paths that pass through
the center of the lens take slightly longer to reach the image plane than do those that pass near the perimeter of
the lens. Therefore, all QPI paths that pass through the lens will take the same total time and have phases that
additively reinforce at the image plane. All other QPI paths will tend to arrive with phases that cancel each
other. In other words, the surviving QPI paths are isochronous paths. Notice that in this account we have not
made use of conventional concepts such refractive index and Snell’s law.

In conventional optical analysis, the object undergoes a Fourier transform, and the image is formed by the
inverse Fourier transform of the transformed object. In the QPI representation, the same effect arises from the
fact that all QPI paths take the same time to reach the image plane. Essentially, if the total time for all paths is
7, and the time for a particular path to the lens is ¢, then the paths from the image to the lens are associated
with weights exp(—iwt;,) and the sum over those paths corresponds to the Fourier transform. Conversely, the
paths from the lens to the image plane are associated with weights exp(—iw(7 —t1,)), and the second term in
the exponent gives rise to the inverse Fourier transform.

4.2. Mach-Zehnder Interferometer

The Mach-Zehnder interferometer (MZ) is comprised of a pair of birefringent crystals or half-silvered mirrors
(HSM in Fig. 5) acting as beam splitters together with a full mirror in each arm.?¢ This arrangement introduces
multiple QPI path segments between the photon source and the detectors. Proper evaluation of this device
therefore requires application of the convolution Rule 6.

Figure 5 is most commonly drawn as though each MZ segment is traversed by a single Fermat path of classical
optics. From the QPI standpoint, however, this is only an approximation. As explained in Sect. 4.1, there
must be a surviving tube of QPI paths in each segment. Moreover, the tube of possible photon sample paths is
required for the correct quantum analysis, even when only a single physical photon (Fock state) is present in the
MZ. This becomes important, for example, if a small aperture were to be placed in any MZ segment. It could
significantly alter the phase cancellations in each QPI path and thereby produce a very different measurement.
In Sect. 5.2 we consider a more detailed application of the MZ.

4.3. Pure Interference

As noted in Sect. 4.2, a formal calculation of pure interference effects in the MZ should take into account all
possible QPI path segments in each arm of the MZ. However, for a Youngian double-slit interferometer (see
Fig. 8) there is a legitimate short-cut. It is already well-known that interference fringes arise from the phase



difference § due to the difference in path length between the two slits and the detector or a particular location
on the screen. It turns out,?” that it is sufficient to take as few as two QPI paths A; and A, defined as:

—iwh and Ay = qape” @t (23)

Al = araie
where we are writing the propagators in the photon representation of Sect. 2.4 with a, and a; the complex-
valued amplitudes for reflection and transmission respectively at the second HSM in Fig. 5. From Rule 7, the
path integral can be expressed simply as G(d|s) = A1 + Az. The probability Pr,(d) for detecting photons is
given by Rule 8:

Pry(6) = G(d|s1)G(d]s2)
= (A1 +A42)(A1 + Ay)
2A, A (1 + cosd) (24)

= 4A, A, cos? (g) (25)

where A, = @,a, and A; = Gza; are the reflection and transmission probabilities, and § = w(te — t1) is the phase
difference between the two QPI paths at that location on the screen or that position of the detector.

Since this is an interference phenomenon, neighboring paths within the QPI tubes belonging respectively
to A; and Ay do not contribute at the screen. The half-angle formula in eqn.(25) conforms to the standard
Maxwell wave theory result?® for the intensity of the fringe pattern. Note that the result is the same but
both the derivation and the interpretation are different. The derivation does not use Maxwell theory and the
computed quantity is not an intensity but a probability: the probability of finding the physical photon at that
location. Moreover, the multiplicity of QPI sample paths are still required to produce eqn.(25) even for the case
of interference due to a single physical photon. This illuminates Dirac’s comment “a single photon interferes
with itself” to produce the observed fringes.?® Once again, the QPI does not offer any deeper explanation of the
physical photon, it merely confirms that a superposition of states must be considered in all QM measurements.

We can now draw an important distinction between interference and interaction. The observed fringes
belonging to the interference pattern are a result of an interaction of photons with the electrons in the material
that constitutes the image plane or detector i.e., a measurement process. By Rule 8, the probability associated
with that measurement is given by the absolute square of the sum over QPI paths. Interference, on the other
hand, arises from the sum over paths (superposition) of coherent photon propagators (23). See Sect. 5.3.

4.4. Diffractive Effects

Diffraction occurs due to interaction of photon paths with the geometry of the material aperture. According
to Rule 3 the material aperture contains electrons and they influence the photon paths. In the QPI formalism
the effect of an interaction event at the aperture can be understood by considering the photon paths from the
source to the aperture, followed by the photon paths from the aperture to the detector or image plane. This is
a manifestation of the QPI convolution Rule 6 based on Theorem 1.

Writing a square aperture function F'(y) = %[sgn(y + %) — sgn(y — %)] and applying eqn.(9) produces:

| P expliy) explin(ao -+ ) dy

— 00

P (k)

= exp(ikzo) (26)

sin(k)
k
The first two factors in eqn.(26) reveal that the QPI acts like a Fourier transform on the rectangular function
to produce the well-known sinc function®® (cf. Sect. 4.1). Note that eqn.(26) is written in the momentum
representation (Appendix C) The probability Pr(d) = 17 produces a squared sinc function which corresponds
to the classical wave theory intensity.?® In a similar way it can be shown that a circular aperture produces the
Airy disk.'® 26 Diffraction can also modulate the pure interference pattern calculated in Sects. 4.3 and 5.1.

10



4.5. Entangled Interference

Entangled photon states (especially correlated biphotons) have been widely adopted in qubit encoding and
imaging devices. Each of the preceding devices mentioned in this section have been studied using biphotons
where the signal and idler are separated such that they are created collinear but with anti-parallel momentum
at the parametric down conversion source (e.g., §-Barium Borate). The signal undergoes all the interactions in
the device while the idler merely provides the coincidence tag.?®

An intriguing variant of this arrangement has been applied to quantum imaging.® An object is placed
between the biphoton source and a detector on the signal (idler) side. A convergent lens is inserted between the
source and the object plane. The opposite side of the source is then scanned by either a single photon detector
or a detector array.'® A ghost image appears by counting coincidence events between the two detectors. This
effect has been analyzed using a semi-classical advanced wave model® 12:30-32 where the detector on the object
side is thought of as being a source of standard light which illuminates the entire optical device with conventional
geometric rays propagating backwards®.

Entangled interference requires that (Type I) biphotons are collinear with parallel momentum. We write the
significant QPI sample paths as?”:

Ayl = apae” @0t g g, e w0t (27)
Aoy = apae otz g g e~ iwomw)t: (28)
Ay = apae” @0t g g emiwomw)t (29)
A1 = apage tWotWltz g q e~ilwo—w)ty (30)

where a U.V. pump photon (7,) produces a pair of correlated photons (v, and +;) with energies differing by
2w about a common frequency wy = w/2 such that both energy (ws = wg — w, w; = wp +w) and momentum
(ks = ko — k, k; = ko + k) are conserved?":

hw, = hws + hw; (31)
hk, = hk,+ hk; (32)

It is noteworthy that all four QPI paths in eqns.(27-30) look like an application of the convolution Rule 6 for
two-path segments. A biphoton path starts at the source, undergoes an event, and reaches the detector. But
the event in this case is the detector! In other words, each complete QPI path could be regarded as being
composed of a path segment that goes from a source to a detector together with a simultaneous path segment
that goes from detector to source as shown in Fig. 6. Eqns.(27) and (28) correspond to biphoton QPI paths in
the same interferometer arm (Fig. 6a—b), while eqns.(29) and (30) correspond to biphoton QPI paths in opposite
interferometer arms (Fig. 6¢—d). These QPI loops carry overtones of the backward geometric rays of the advanced
wave model, except that here they are true quantum paths. Fig. 7 shows how a topological rearrangement of
the biphoton loop in Fig. 6(d) might be used to analyze quantum ghosting.?

Writing 6 = wAt and ¢ defined as before, the calculation of the coincident biphoton interference probability
proceeds in the same way as Sect. 4.3:

G(d]s1) G(d]s2)

= (A1 + Ago + Asz + A1) (A1r + Az + A1z + A)

= 2A2A%[1 + 2(cos 6 + cos §)% — 2cos? § + cos 20]

= 4A2A2(1 + cosé)? (33)

P?“,Yz (5)

where cos ~ 1 for small . Eqn.(33) is the square of eqn.(24) resulting in narrower predicted fringes.?”

$ Advanced wave solutions are part of the historical development of QED* 33 (e.g., an electron moving backwards in
time corresponds to its positron anti-particle) as well as other QM models.3* 3?
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a4

(a) Upper arm (b) Lower arm
: Different arms :
(c) (d)

Figure 6. Possible QPI paths for entangled photon propagation in the two arms of a schematic MZ or Michelson
interferometer corresponding to eqns.(27-30). Both correlated photons may traverse each arm together (a) and (b) or
they may traverse different arms individually (c) and (d). Each of the biphotons has a separate propagator which is
multiplied in the path integral due to their intrinsic correlation. But this is logically equivalent to Rule 6, so one of the
biphotons can be considered to travel “backwards” from the detector to the source.

D
L S | (“emitter”)

.
>

l

———

A

Figure 7. The upper diagram is a topological equivalent rearrangement of the biphoton loop in Fig. 6(d). If an object
O and a convergent lens L are placed to the left of the biphoton source S and the detector at D is also regarded as an
“emitter”, the arrangement bares a striking resemblance to the advanced wave interpretation of quantum ghosting. 3% 3!
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| Wire
S1 °

S2

Figure 8. YAW interferometer showing the visible interference fringes (A = 650 nm) produced on an opaque screen. Six
fine wires are positioned exactly where intensity minima occur at the center of the apodized Airy disk (not shown). See
Sect. 4.4

5. CASE STUDY

We turn now to a more detailed application of the design rules in Sect. 3. In particular, we consider a more
complex quantum imaging device, the recent analysis'® of which has led to erroneous conclusions about the
wave-particle nature of the photon. As a measure of the importance of having the correct tools, we demonstrate
how our quantum design rules reveal the error in that analysis.

Bohr’s Principle of Complementarity®® states that we cannot measure both the photon’s exact path to the
screen (K =1) and its wave character which produces interference fringes with visibility V' = 1. In a novel
variation of the classical Young interferometer,'® 36740 the usual image plane where the fringes are observed
is replaced with a convergent lens (like a camera) which focuses two image spots (K = 1) onto a different
image plane behind the lens in the presence of interference (V = 1). This result implies that V2 + K? = 2 in
contradiction to Bohr’s principle.

Given the durability of quantum theory over the past 85 years, and the number of recent experimental
results” #1743 which support a more subtle variant of Bohr’s principle viz., V2 + K? < 1, we can safely assume
that the claim about contradicting complementarity is flawed. Omne has to be careful in measuring V and
K because of the robustness of V in the presence of dominant path information. For example, even when
K = 0.9980, visibilities on the order of 4-5% have been observed.!  More significant for our purposes is
determining where the error in the analysis lies. For that, we apply the design rules of Sect. 3.

5.1. YAW Interferometer

So-called delayed choice interferometers**~46 have been proposed with the idea of deciding how to measure the
photon after it leaves the pinholes, either by looking at the pinholes with telescopes to see from which pinhole
the photon was emitted (K = 1) or by inserting a screen and viewing the interference fringes (V =1). A more
recent variant'® of Wheeler’s thought apparatus entails two modifications: a wire comb and a convergent lens.
An opaque screen is used to image the interference fringes and six fine wires (Fig. 8) are placed where the dark
fringes appear. The opaque screen is then replaced with a convergent lens positioned behind the wire comb.
Two photon detectors play the role of Wheeler’s telescopes®*).

We shall refer to this modified apparatus as the Young-Afshar-Wheeler (YAW) interferometer. The measure-
ment process in the YAW proceeds in two stages:

1. One pinhole source (e.g., S1 in Fig. 9) is closed. The single incoherent source (S2) means there is no
interference, and the wire comb therefore scatters approximately 6% of the total flux.

2. Next, both pinholes are opened to produce two coherent sources (Fig. 10). No light scatters off the wires
in the presence of interference (V' = 1). However, the two distinct image spots focused by the lens are also
recorded at the detectors (K = 1). Hence, it appears that V2 + K? = 2.
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S1 D1

Figure 9. The screen in Fig. 8 is replaced by a convergent lens positioned behind the wire comb. If only one YAW
pinhole is open (e.g., S2) approximately 6% of the total photon flux is lost due to scattering off the wires. The source and
detector separations are shown in one-to-one proportion for visual simplicity. The actual separations are S1—S2 = 2 mm,
D1—Dy = 0.6 mm, using a lens of focal length 1000 mm and diameter 30 mm, positioned 4 m from the source plane with
a total optical path length of 5 m.®

Interference
| region

S1 D1

S2

Figure 10. With both pinholes open, coherent light undergoes the usual interference in the region of the lens. Since
the lens is transparent, no fringes are observed but the back scattering of Fig. 9 is also diminished. Since photons also
reach the detectors D; and D2 the source pinholes can also be imaged. The source and detector separations are shown in
one-to-one proportion for visual simplicity.
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Absorber @

Figure 11. Tandem MZ interferometer of Unruh.?” A conventional MZ interferometer is shown in Fig. 5

& 4
S1 D1 S1 F / D1
o] o] I CY Y

. D2 . D2
"y /32 '

-y
Absorber % Absorber Q

(a) (b)

Figure 12. With interference present in the upper channel of the UMZ, the exact path the photon takes between source
and detector cannot be determined. Detector D2 always sees “dotted” photons irrespective of whether those photons
emanated from source S; 12(a) or Sz 12(b).

5.2. UMZ Counterexample

The tandem MZ interferometer in Fig. 11 proposed by Unruh3” can be used to verify that path information
must be lost in the presence of interference. We shall refer to this apparatus as the Unruh-Mach-Zehnder (UMZ)
interferometer. Fig. 11 is the logical equivalent of step 1 in the YAW measurement procedure. The half-silvered
mirror (HSM) at position (A) simply creates twin coherent photon sources. In this configuration, only photons
on path Sj can trigger detector D;. Similarly, for So and D,. Hence, the photon’s path can be known and
therefore, K = 1. No interference is present in Fig. 11.

Referring now to Fig. 12, the absorber between HSM (A) and (B) is repositioned between HSM (B) and (C),
and replaced by a full mirror adjusted to produce interference at HSM (B). Constructive interference occurs
in the upper channel and destructive interference in lower channel. This arrangement is logically equivalent
of step 2 in the YAW procedure where the absorber represents the wire comb. The absorber provides a null
measurement of complete interference (V = 1). For example, Dy always sees a “dotted” photon coming from
either Sy or S3. This ambiguity is tantamount to destroying path information (K # 1).

Afshar dismisses Unruh’s analysis on the grounds that UMZ is not a faithful representation of YAW.3°
Subsequently, we show that Afshar is indeed vindicated on that particular point; YAW physics is subtly different,
although Unruh’s argument is logically correct. Moreover, the UMZ analysis forces Afshar into the weaker
position of claiming that we must use his special (more confounded) YAW interferometer in order to observe
what is otherwise supposed to be a universal quantum effect.

Fig. 13 shows the mapping between the UMZ and YAW interferometers. The chief difference is that UMZ
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Figure 13. Minimal schematic form 13(a) of the UMZ interferometer in Figs. 11 and 12 mapped into a pseudo-lens form
13(b) of the same configuration.

involves birefringent beam splitters whereas the lens in YAW has a single index of refraction. How are we to
resolve this paradox?

5.3. Coherent Bifurcation

The quantum path integral analysis of a convergent lens in Sect. 4.1 showed that the important QPI sample
paths are isochronous, meaning that the significant contributions come from those QPI paths that take the same
time to go from the light source to the image spot. All other QPI paths cancel at the image plane.!> This is the
basis of the classical concept of refraction in the geometric ray approximation. Unlike the analysis of the UMZ
in Sect. 5.2, it is not possible to have classical geometric rays going from source S; to the image spot at detector
D; (and similarly for So — Ds) because of refraction. The one exception to this statement involves those rays
which pass through the optical axis (OA) of the lens as depicted in Fig. 14.

A QPI path from S, for example, has a 50/50 chance of proceeding to either detector D; or D in the same
elapsed time because these alternative legs have the same lengthY. However, at other locations on the lens, above
and below the OA, the legs have different lengths (unlike the UMZ in Fig. 13), and therefore neighboring paths
along the route S; — D; (or So — Ds) will not tend to cancel each other at the image plane.

That said, we pause to note that the above conventional refractive analysis holds for standard incoherent light
sources, whereas the YAW interferometer involves twin coherent sources, so the analysis changes completely.4?
Now, we must take into account other quantum effects, which we do by applying our QPI rules of Sect. 3.

We consider the variety of ways QPI paths can reinforce each other like the tube of paths described in Fig. 3
and Sect. 4.1. Clearly, coherent QPI paths passing near the center of the lens in Fig. 14 can reach either detector
in the same time (just as they would for twin incoherent sources). In addition, however, coherent paths from S;
and S5 reaching a point in the lens where there is mazimal phase coherence (Fig. 15) will reinforce each other
rather than cancel when they reach detector Dy (Rule 7). Those QPI paths that reach the lens with minimal
phase coherence will cancel and not be transmitted to the image plane. Those QPI paths that arrive at points
on the lens which are intermediate between these two phase extrema will only reinforce each other partially and
thereby be refracted in the same way as for incoherent light.

We caution the reader that the QPI paths from S; and S5 in Fig. 15 cannot “interact” at the anterior surface
of the lens (or anywhere else in the lens) because Rule 2 excludes that possibility. Rather, the contribution from

TLogically, this would be sufficent to invalidate the conclusion regarding a violation of complementarity. A possible
rejoinder might be that the effect represents only a very small contribution to the overall photon flux reaching the
detectors. In the actual YAW device, however, the apodized Airy disk has its maximal fringe at the center of the lens.
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S1 D1
Lens cross section
S2 showing implied phase coherency » D2

Figure 14. QPI paths showing how photons passing through the center of the lens will reinforce and undergo bifurcation
to reach either detector. The source and detector separations are shown in one-to-one proportion for visual simplicity.

S1

S1

s Lens cross section

S2 D2 S2

(a) Coherent reinforcement. (b) Transmission and refraction.

Figure 15. A set of QPI paths passing through a prismatic section of the convergent lens in Fig. 10 (inset) showing how
bifurcation, similar to that in Fig. 14, occurs away from the optical axis (Fig. 15(a)). Depending on the degree of coherent
reinforcement the QPI paths will arrive at either detector Dy or D2 (Fig. 15(b)). The source and detector separations are
shown in one-to-one proportion for visual simplicity. Note that the QPI paths from S; and S> do not “interact” at the
anterior surface of the lens because Rule 2 excludes this possibility.
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reinforcing phases (i.e., the approximate alignment of Feynman’s arrows discussed in Sect. 4.1) is determined at
the image plane, not at the lens.

In this way, we see that analyzing the non-classical QPI paths explains the YAW paradox,*® and demonstrates
(we trust) to the quantum design engineer the importance of playing by the rules in Sect. 3. Coherent bifurcation
is responsible for each image spot receiving photons from both sources, presumably in equal proportions. The
incorrect conclusion'® outlined in Sect. 5.1 rests on an inappropriate classical analysis using a geometric ray
approximation. For twin incoherent light sources (e.g., headlights, stars) the phases belonging to paths from
S1 — D; tend to cancel at detector D;. Only the isochronous paths S; — Dy, and Sy — D; tend to reinforce
each other. When the twin incoherent sources are replaced by coherent sources, non-classical optical effects arise.
Phase-coherent paths can bifurcate inside the mono-refringent lens.

Here, the term bifurcation is not meant to suggest that the physical photons splits in two. Rather, we mean
that under these circumstances QPI paths can have two possible end-points at the image plane depending upon
how the phase of a given path compares with the phase of its neighbors. This bifurcation of QPI paths is a
property of the light, not the lens and it impacts the imaging process. We see also that the physics of quantum
imaging in the YAW device is quite different from the birefringent beam splitters in the UMZ model.

The inclusion of all possible paths in the QPI would require that the lens have infinite diameter. In practice
the YAW interferometer acts more like a long angled pipe (See Fig. 9 for the dimensions) in which the lens
is fitted and is further restricted by an aperture to exclude manufacturing problems at the border of the lens.
Consequently, some number of source photons are lost by absorption in the “walls” of the pipe and are not
detected. Entangled biphoton coincidence counts could be used to offset these measurement losses.

As in a conventional lens, there are two image spots due to the symmetry of the QPI transform from the twin
sources to the lens (Fourier transform) followed by the inverse Fourier transform of the interference region at
the lens to the image plane (cf. Sect. 4.1). Since the lens images the interference region, not the YAW pinholes,
the image spots will appear to have a concentric ring structure under ideal circumstances. This could constitute
a test of the bifurcation model of the YAW paradox, but the effect would be subtle and is likely to be masked
by such things as losses in the lens medium, diffraction at the pinholes, and Airy disks due to apodization.
Alternatively, biphotons might provide a better means of demonstrate unequivocally that the image spots are
comprised of photons from both sources.

6. RELATIVISTIC GENERALIZATIONS

The earliest controlled production of entangled photons was via positronium decay,?” and there are current
experimental tests of Bell’s theorem looking for relativistic effects in the apparatus.?® These experiments are
properly the domain of quantum electrodynamics (QED) and it seems fitting to briefly remark on the connection
between the QPI formalism presented in this paper and its relativistic quantum generalization.

The path integral can be expressed in terms of field variables rather than particle coordinates. The QED
counterpart of eqns.(2) and (3) involves the interaction field Lagrangian:

Lint = —¢ / B TP A, (34)

where e is the electric charge, 1) and v are respectively the spinor solutions to the relativistic Dirac equation
for spin % fermions (i.e., electron and positron), and A, is the 4-vector potential of Sect. 2.4 representing the
photon field. The +* are the 4-dimensional generalization of the Pauli spin matrices required by antisymmetric
fermion fields.

Equation (34) generates the diagrammatic rules for QED corresponding to those in Sect. 3. Since there are
three fundamental fields: the electron, positron, and the photon, each vertex in Fig. 16 has degree three. In these
4-dimensional space-time diagrams, an upward-pointing arrow represents an electron and a downward-pointing
arrow represents a positron (moving backwards in time). The photon has no arrow since it is its own anti-particle.
In QED the photon plays a special role, it is the mediator of the electromagnetic force.
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Figure 16. Relativistic space-time diagrams in quantum electrodynamics (QED) showing (a) electron-electron scattering
via the exchange of a space-like virtual photon, (b) electron-positron annihilation to produce a light-like photon (ds2 =0),
and (c) positronium decay producing entangled photons.*”

Although the non-relativistic design rules presented in Sect. 3 are likely sufficient for most current purposes,
the QED generalizations may become more important in the future. In any event, the quantum designer needs
to be en garde for the consequences of these more general effects.

7. CONCLUSION AND FUTURE WORK

In this paper we have taken a purely operational approach to the quantum phenomenon of the photon. Using the
well-established quantum path integral (QPI) representation of quantum mechanics due to Feynman, we have
demonstrated mathematically that this same quantum formalism can be applied consistently across an entire
range of optical phenomena from classical optics to quantum imaging, treated at non-relativistic energies. We also
emphasized that the QPI treatment is a semi-classical approximation for which the correct relativistic quantum
generalization is already known viz., quantum electrodynamics. For many quantum devices QED analysis is
overkill but the quantum designer needs to remain vigilent for such effects.

In Sect. 3 we encapsulated the mathematical characteristics of the QPI method in a set of quantum design
rules and applied them to the analysis of several familiar quantum devices in Sect. 4. In Sect. 5 we used our
quantum rules to analyze a more complex imaging device that has recently been claimed to produce which-way
information in the presence of interference—in contradiction to the principle of complementarity. Applying our
quantum rules, we were able to determine the source of the error in that analysis. The erroreous which-way
analysis ultimately relies on classical Fermat paths instead of the more accurate QPI paths in the presence
of interfering coherent sources. Under these circumstances light does not behave classically. The which-way
information becomes lost via non-classical paths which can be regarded as bifurcating within the imaging lens
itself: a property of the light, not the lens.

We have shown that the visual representation of the QPT is best done in the position representation, while cal-
culations are best done in the momentum representation (see Appendices A and C). But even in the momentum
representation the calculations involving optics can be rather formidable and are better solved programati-
cally.4%:50  Ultimately, it would be advantageous to the quantum design engineer if these quantum rules could
be incorporated into computer-aided design tools similar to those used by VLSI designers today.

As a further consequence of developing these quantum design rules, in Sect. 4.5 we have uncovered some
heretofore unrecognized connections between entangled photonic qubits and loop structures in the quantum
path integral. These paths with loops may offer deeper insight into the analysis of quantum ghost imaging as
well as other entangled imaging phenomena. We intend to explore this further.
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APPENDIX A. MASSIVE PARTICLE PROPAGATOR

From eqn.(2), the classical action for a free particle with mass m is:

m(xg — x)?

2(td - ts) (35)

Sla()] = / it =

s

These paths are straight lines in space and time since the velocity is constant. The QPI propagator can be
calculated more easily in the momentum representation (cf. Feynman and Hibbs!® who use the position repre-
sentation). Using the plane wave eigenkets:
2
p 1 ipz | Fi
Hlp)=—1Ip and zp) = —e'P*/ 36
Ip) =5 —Ip) (z|p) Torh (36)

the free particle propagator can be evaluated as:

G(dls) = (aaleHCt)/Mg,)
- / (aleHEa—t) /R p) (o1} dp

= /°° etpra/h efi%(tdfts) o~ ipTs/h Q
—o 2mh

_ /°° o—i(r (ta—to) + E(wa—z.)) A

0 2mh
- () i)

in agreement with eqn.(7). The quantity \/m/(2wht) in the normalization prefactor has the physical dimensions
of inverse length, while the factor v/i = /exp(im/2) represents a rotation of the Hilbert vector by 7 /4.

APPENDIX B. PLANE WAVE SOLUTIONS
Writing the propagator in eqn.(7) as

G(x,10,0) = Cexp (z”;;;) (38)
where C is a constant, and recognizing that the phase can be rewritten as:
ma® i 1, i
lﬁ:ﬁ/imx dt:ﬁ/Ldt (39)

the following expansion of eqn.(38) ensues:

Ce% JLdt  _ Ce%(fp:i:dtffHdt)
— et pde—[ Bat)

Cetpe=F1) (40)
which corresponds to the plane wave solution in eqn.(18).

APPENDIX C. DIFFRACTION OF A MASSIVE PARTICLE

The interested reader will find diffractive interference of a massive quantum particle (e.g., an electron) discussed
in Feynman and Hibbs.'®> Rather than solving for the case of a rectangular aperture, they consider a more
mathematically tractable, but entirely artificial, “Gaussian” slit. For completeness, we solve the rectangular
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case in the position representation for comparison with Sect. 4.4 which contains the result in the momentum
representation. Applying eqn.(9) produces:

()

/ G(z + zo,t|lzo + y,t — 7) G(xo + y,t — 7|0,0) dy

:/ Fly <2mhm) exp< W) exp(i"w)dy (41)

2ht 2h(t — 1)

where F(y) = 4[sgn(y + &) — sgn(y — 3)] represents a narrow rectangular aperture. The complete solution:

() =

exp [”th—i_af)) } \/m(2t2 — 3tT +72)
(—=1)i/mr(2t(x —xo — 1) + 7 — 227)
(erﬁ[ 2y/ht (2t = 3tT + 72) } -

[ OEEETE)

N»—-

QW(

hides the well-known physical result within the complex error functions. It is for this reason that the simpler
momentum representation (Appendix A) of the QPI is preferred.
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