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PCA (Principal Component Analysis) technique to characterize each
application’'s workload. We show that, in our dataset, the 12 applications
under examination can be characterized by just three features, namely,
periodic, noisy, and spiky. We then use these principal components for
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desired features. The workload characteristics that we derive using the
PCA approach help application owners to better understand the behaviors
of their applications, and also enable the system operator to better plan

for capacity usage.
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Abstract— We analyze CPU utilization traces of multiple appli- of the applications. For example, an application that exhib
cations running on a shared set of processors in a utility coput-  "spjky” CPU usage behavior might require a higher share of
ing environment and apply PCA (Principal Component Analyss)  ~pyj gllocation to ensure its SLO to be met.

technique to characterize each application’s workload. Weshow To add the first | f itv ol . or sizin
that, in our dataset, the 12 applications under examinationcan 0 address the first issue of capacity planning (or sizing),

be characterized by just three features, namely, periodicnoisy, We propose a three stage approach [5], in which the planning
and spiky. We then use these principal components for clagging  horizon is divided into Pre-Installation, Test and Produrct
applications, detrending the CPU usage behavior, and genating phases.

synthetic traces with amplification or suppression of the dsired The three stages differ from each other by the data availabil

features. The workload characteristics that we derive usig the . . . . )
PCA approach help application owners to better understand ity and the desired precision of planning. The Pre-Instialia

the behaviors of their applications, and also enable the sgsm capacity plan is driven by mathematical scaling and extrapo
operator to better plan for capacity usage. lation models based on published (known) benchmark data.

A tool called Pre-Installation Capacity Calculator [5] was
designed to execute the models and to automate the analysis.
Utility Computing [1] has recently become a wide-spread At the test (or integration) stage and the production stage
paradigm for data center operators to adapt to the changingthe application deployment lifecycle, the applicatioash
business environment. Utility Computing offers two advarbeen installed and the computing utility is instrumented to
tages: (1) lowering customer costs related to hardwaré; safollect usage data of the application (the trace) under a
ware license, deployment and maintenance of IT; and (2) alnthetic workload (at the test stage) or a real workloath@t
lowing customers to adapt quickly to business changes gmaduction stage). The measurement data on workload {trans
simplify IT environments. With utility computing, customse actions) and performance (CPU usage) enables us to refine
are able to obtain computing services as needed, derivihg workload and the performance models. We may derive
benefits from the optimal use of IT resources. the application’s characteristics through analyticalrastion

HP’s SASU (Shared Application Server Utility) program [2discussed in this paper, thus enabling the application owne
aims to create an adaptable, high performance, shared apatid the system operator to gain a better understanding of
cation infrastructure using the Utility Computing paradig the application’s behavior in the shared-resource computi
Managed under HP Global Operations and IT, SASU useavironment. As a result, resource usage plans can be made
HP’s own technology, hardware and operating system (HP-U¥ore precise; capacity planning implications due to future
with HP OpenView), providing adaptive IT infra-structuie f business growth or business change can be analyzed.
hosting J2EE applications that are owned by internal HP-busi In this study, we use PCA (Principal Component Analy-
ness divisions. Currently in August 2004, SASU has twelas), a feature selection technique, and apply some asalysi
business applications running under BEA WebLogic on twsteps, called structural analysis [6], to an applicatiotaskzt
HP RP8400 production servers. Within a few months, moextracted from a SASU production server. By determining
than 20 applications will be deployed on SASU; new serverhether the whole system has low intrinsic dimensionaility,
hardware has already been procured and being integrated istpossible to create a workload model that is described only
SASU. by a small set of features such as periodic, noisy and spiky.

Several issues that arise in this kind of environment areWe then use the extracted features for several purposes:
(1) How to size the IT infra-structure; (2) How to allocate reclassifying applications based on their behavioral fesgtude-
sources (CPU, Memory, network, etc) to different applmasi trending application traces; and generating synthetidkisad
that share these resources (see [3]); and (3) How much amith the option to amplify or suppress any of the features.
when to add (or remove) physical hardware when computifgtential uses other than those described above are also
demand increases (changes) (see [4]). These decisiondbmugiossible.
made to satisfy pre-specified service level objectives (§LO This paper is organized as follows. In section II, we outline
and at the same time to balance the cost of providing thee need for an automatic means for extracting application
service (such as by maintaining CPU utilization to a suffcharacteristics from multiple traces in a shared and iefeed-
cient level). Central to all these issues is understandimy adent system. Section Ill describes the data (traces) ¢etlec
prediction of the resource usage characteristics (or befsjv from the SASU environment; Section IV gives the technical
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background on the Principal Component Analysis (PCA) tecte create a workload model that is described only by a small
nigue. We describe how we apply PCA to the SASU data et of features.
Section V and how we use the extracted features in Section VI.Several kinds of analysis could benefit from this study. For

Finally, we summarize and conclude in Section VII. instance, all sort of algorithms could be carried out using
a small input, that is, a small number of features instead
Il. WORKLOAD CHARACTERIZATION of all original traces. We can imagine that, although SASU

) is currently under low utilization and has a relatively low
It is known that the performance of a system depenggmbper of applications running, the PCA analysis that we

Test Phase, it is possible to rely on some data (trace)atetle of gpplications hosted on SASU grows.

from the system'’s log files, to create a model that describes,
or approximates, the actual application’s workload betravi 1
From these models, one can predict the impact of the load
imposed by each application in the system, when the systenSASU’s application servers are grouped under Functional
goes to the Production Phase. Much of the work done in thigst, Integration Test, and Production groups. The maeltipl
direction focus on single application’s load charactaitwg servers within each group (except the Functional Test group
which considers each application at a time, creating a modee clustered for load balance purposes. In this fashi@reth
from observation (i.e. a stochastic model) and extractiveg tis one server dedicated to functional test, two for intégrat
parameters needed from the application trace. test and two for actual production. The servers run HP-UX
In a single system there may be hundreds or thousarfierating system and OVPA (OpenView Performance Agent)
of applications running simultaneously. If one had to araly to collect performance data.
each application at a time, it would be a rather exhaustsle ta The data considered in this study was collected from one
Furthermore, the whole system’s performance is affectead rj the two production servers, during the two-week period
only by the behavior of each single application, but alsohgy t from from 08/02/2004 to 08/16/2004. The reason for colfegti
resulting execution of several different applications bamed only two weeks worth of data is that SASU’s CPU utilization
together. This means that the system’s overall performartad been increasing over time and, prior to this period, some
is given by the superposition of several timeseries that, &pplications did not have sufficient utilization to be anzaly.
some instances, are not independent. A wide range of iffhere were twelve applications running on this production
portant problems require the whole system analysis, imotud server (HTX694).
resource assignment [3], [7], [8], queueing networks [9 an OVPA (OpenView Performance Agent) aggregates (aver-
system’s behavior analysis [10]. Since a single applicatiages) the CPU utilization at every five minutes and writes to a
analysis is itself a complex task, modeling the whole systelog file which is subsequently extracted and stored in a aéntr
behavior is even more difficult. The reason is that, congider repository. The dataset lists CPU utilization percentdges
each application as a timeseries, they form together a higtach applicationAPP_CPU_TOTAL_UTI L OVPA metric) in
dimensional structure. 5-minute intervals during the two-week collection periatia
However, one can suppose that some applications sh#ér summarized in Table I. This table shows the maximum,
common behaviors as a function of time. For example, sevethg average and the standard deviation of the percentage of
applications could share the same periodic behavior dueG®U utilization during the two weeks. The number in the
steady peaks of utilization during the business hours awd Idirst column is used, by convention in this paper, as a further
utilization during the lunch hour and other non-businessrso reference to the applications. We have excludedPRel_SYS
in the evenings and on weekends. On the other hand, soapplication (a group of system management processes) and
applications could present simultaneous short burstgpfkes) the OTHER group (undefined applications). From this table,
of high demand, which are called flash crowds, often triggeréd is possible to conclude that the server is still under tligh
by a special event. These observations lead us to believe thidization.
the high-dimensional structure of application timesertest From the data collected, we generate a CPU utilization
appears to be complex, could be governed by a small setasurement: x p matrix X, where the number of rows is
of features (i.e. correlated periodicity, simultaneousnded the number of time intervals (number of 300-second interval
spikes) and, therefore, be represented approximately bywahin the two-week period) and the number of columnis
lower-dimensional representation. This minimum number ¢fie number of applications in the system=f 12). Note that
features, needed to closely approximate a high-dimenkiona>> p.
structure, is called the intrinsic dimensionality of theada Each columni of the matrix denotes an application time-
PCA (Principal Component Analysis) is a useful techniqueeries, referenced by vectdf;, and each row represents an
for feature selection. With PCA, one can process a largestance of all the applications at time The matrix X is
amount of data quickly to determine whether the whole systamed as the input for PCA. Figure 1 shows some examples
has low intrinsic dimensionality, and to identify the pravant of application load traces (applications 2, 6 and 7), which
features exhibited in the data, thus making it possible,»by ecorrespond to columns of th& matrix. The plots show the
ploiting the common temporal patterns shared by applinatio percentage of CPU utilization as a function of time. In some
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Fig. 2. Examples of Application Reconstructed Traces Udihgee Features

TABLE |
APPLICATIONLOAD SUMMARY: CPU UTILIZATION PERCENTAGES BY
APPLICATION

component along the direction that captures the maximum
variation in magnitude from the data.

Num. | Application Max Avg Std.Dev. Two Dimensional Data Example
01 | ARC 14.31 | 0.08 0.04 10 PrRT—
02 | B2B 2479 | 959 5.64 pe
03 Contivo 0.34 | 0.02 0.01
04 | Esgui 0.38] 0.22 0.03 5r L=
05 | Parallax 0.11 | 0.04 0.01 ot
06 | Primavision | 3.14 | 0.19 0.25 L DT
07 | Psghrms 9.49 | 1.08 121 > 0f EERGE ot 1
08 | Pshd 512 | 0.54 0.63 D
09 | Psportal 18.56 | 0.97 1.65 T
10 | Rdma 0.09 | 0.00 0.01 Sr 7 1
11 | Rocket 0.60 | 0.01 0.02
12 | Wwibl 0.37 | 0.01 0.01 0 ‘ ‘ ‘
-10 -5 0 5 10
X
plots, it is possible to visually identify temporal pattsiwhuring Fig. 3. Example of Finding the Principal Component

the course of the two weeks.
In practice, this is equivalent to finding the eigen-vectfrs
IV. PRINCIPAL COMPONENTANALYSIS XTX [11].

Th_is section_ p_rovides the basic concepts behind PC_A. A XTXvi=XNv; i=1,..p (1)
detailed description of PCA can be find in [11]. The idea
behind PCA is to place the data into a new set of coordi- The eigen-valuesy;, provide the magnitude of the variation
nates, or components. This new hyper-space has the propeipng each componernt so, by convention, we sort these
that the first (principal) component points to the direction values in decreasing order. Furthermore, becaus$eX is
of the maximum data variation in magnitude, in terms afymmetric positive definite, its eigen-valuds are nonnega-
the Euclidean norm. After finding the first component, thtive. The eigen-vectorsy, are vectors of sizg and they form
second orthogonal component can be found by removing tthe transformation matri¥”. To maintain consistency, we re-
information captured by the first component, and captutieg tarrange the vectors according to its corresponding values
maximum variation of the residual; and so on. This idea cam a decreasing order.
be illustrated graphically using a two-dimensional spdoe. In the new mapped space, the contribution of principal
Figure 3, there is an elliptical cloud being cut by a printipa&omponent; is given by u; = Xwv;. The u; vector of size



m is actually a feature shared by all applications along the Scree Plot

principal component. It can be normalized to unit length by 35
dividing by the singular value; = /);. Since thel/ matrix 3h
is sorted in a way in which the first component represents the
maximum variation in energy,; is the most dominant feature, . 250\
uy the second dominant and so on. 3 27

Conversely, the original data can be reconstructed from & ;|
features as: = . i

X=UWw! 2 1
v ” T ]

whereU is them x p feature matrix and/ is ap x p matrix

containing the eigen-vectors. 2 4 6 8 10 12
Singular Value
V. DATA MANIPULATION

. . . . . Fig. 4. Scree Plot for Normalized Data
In order to examine the low intrinsic dimensionality of the

SASU'’s application dataset, we apply PCA to the dataset. The
methodology we are using here was first presented in [6] 8 a particular time. Therefore, if the reconstruction gsin

analyzing network traffic behavior. o a handful number of attributes preserves, or mimics, the
The singular values account for the data variability alongenayior of the original applications, it could be ratheefus
their correspondent principal components. Extractingsiine In Figure 2 we show the reconstructed traces of the three

gular values using PCA, we can determine how many featurgspjications, presented earlier in Figure 1, using onlgefout
actually bring information to the dataset. In other worigre  of the twelve features. From this picture, we can see that the
are some components that account for low variability anghticeable temporal patterns of the applications are prede
therefore have low degrees of representativeness in thsetat The number of features can be chosen according to the error
There are two possible causes for the low intrinsic dimegsjerance level allowed.
sionality. First, if the magnitude of the loads differs gfga  |n order to evaluate the degree of correlation between the
among the applications, the ones that have the greatest mgaginal and the reconstructed traces, we plot in Figurees th
values will dominate the energy (or variance) in the datasgpyrelation coefficient as a function of the number of feasur
Second, the other cause of low intrinsic dimensionality caged in the reconstruction, for the three applications shiow
be attributed to the common patterns among the timeseriggyure 1 (original) and Figure 2 (reconstructed). We can see
making the dimensions correlated and, therefore, redundafat the first three features significantly affect the catieh
Since we are interested in the latter, that is, the comm@ie| for the three applications. Also, as we add more than th

behavior shared by the applications, in order to avoid t1 fifirst three features, the correlation increases slowly lirthe
effect, we normalize the timeseries data to zero mean and Ypices.

variance: _
Xi,t = M (3) Correlation
g; 1 e
, N , , . PR

The dimensionality analysis can be carried out using a s A KK
scree plot. In this plot, the set of the sorted singular v@lue £ %81 eox x| f
is presented with their correspondent magnitudes. Figure 4 £ Sir""***”*
presents the scree plot for the SASU's application dataset. § °°[ /
From this plot, we can see that the first two attributes are 5 | |
responsible for the largest changes in variation in thesghta § e
While features 1 and 2 account for a change of more thantwo S, |/ |
points in magnitude, the other ten together account only for / e
one. ok ‘ ‘ ‘ L 3PP 7 R

If we consider only the first three attributes to reconstruct 0 2 4 6 8 10 12

the original trace, it is possible that the reconstructititi s Number of Features

preserve the main characteristics of the original, evengho Fig. 5. correlation Coefficient Between the Original to thecBnstructed
this process will incur some loss (distortion). Traces by Varying the Number of Features Considered

Some problems require that the data be strongly correlated
in order to apply PCA, so the loss will be minimized. However, Since three features were able to capture the temporal
there are other cases, in which the precision in the absolatearacteristics of the original traces remarkably well thie
value of each point in the reconstructed trace is not a strigst of this paper, we are going to consider three as theitri
goal. For instance, in this particular study, we are mostliimensionality of the data.
interested in capturing application behavighapes of the It is also possible to examine the features and try to ateibu
plots) rather than in the precise value of the CPU utilizatiomeaning to them. The first three features, which are the most
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dominant, are displayed at Figure 6. Visually, we can se@eeans that all application’s entries in the first component
a clear distinction among the features. Feature number ayreater thar).27 were considered periodic, the ones greater
presents a strong periodic trend, in which each period istlean 0.26 in the second were considered noisy and the ones
complete business day (288 intervals of five minutes). Thegeeater thar).20 in the third were considered spiky. The result
are also some longer valleys due to the low utilization dwriris summarized in Table Il. Although some traces were not
the weekends. Feature number two seems like a Gaussiaimuely classified, this classification helps us to undecst
noise that intensifies in the second week due to the SASUWe predominant behavior of each trace.

increasing utilization over time. Finally, feature numlbieree

presents short lived spikes in each one of the business days, TABLE Il
which also intensify in the second week. APPLICATION CLASSIFICATION
The features are used as the basic units and together formN 2&% 5 ;% 5 529 5 ;3; g'a?'sd, o
e . . . . eriodic, Spi
a CPU. utilization workload model. Some l_JsefuI analysis pan 898 037 T 018 0.08 | Perodic
be derived from the model, as presented in the next section. Contivo 0.27 | 0.38| 0.19 | Noisy
Esgui 0.28 | -0.16 | -0.06 | Periodic

VI. USING THE EXTRACTED FEATURES Parallax 0.29 | -0.21 | 0.36 | Periodic, Spiky
Primavision | 0.14 | 0.18 | -0.78 | Spiky

Psghrms 0.39 | -0.26 | -0.15 | Periodic

This section shows how the model can be used to describ

=R e c
N,_,ou)co\lcnc.n-bwmi—\g

the system’s behavior, classifying the applications aralyan Pshd 0.37 | -0.24 | -0.31 | Periodic, Spiky
ing its components, and generating synthetic traces fdr tes gzportal 8-;2 -8-2‘11 8-82 HO?SV
. . ma . . -0. oisy
and simulation purposes. Rocket 023 021 -0.03 | Nosy
Wwitbl 0.28 | 0.40 | 0.17 | Periodic,Noisy

A. Classifying Applications

One important issue in capacity planning is the ability to
classify a large number of applications into relatively fe ' -
groups (or types). The notion of classes gives the planyrmr\#r Detrending Applications
possibility to distribute the load incurred by differentpgs Resource assignment [3] is a useful technique for capacity
of applications over separate servers, to size the resoupdgnning. This method takes advantage of the seasonal eempl
consumption for each group, and to decide which applicatiomentarities of the periodic behavior of the traces and atglo
can be put together to share the same resources. In ordenegative correlations between different applicationshead
classify the applications, we analyze each component ate ti in a shared resource environment. It also considers theteffe

The features capture the pattern of temporal variati@i unusual events, such as unexpected peaks.
common to the set of original traces; the extent to which This capacity planning technique can also benefit from the
this particular temporal pattern is presented on eachrmalgi structural analysis. It is possible to detrend applicatiaces
application trace is given by the entries bf, the eigen- to examine one effect at a time.
vectors. Suppose one is interested in determining the seasonal be-

The entries of the three dominant components are presentagtior of the applications. In this case, we would be intees
in Figure 7. The numbers in the-axis correspond to the mostly in the periodic behavior. Thus, we can reconstruct
numbers of the applications in Table I. The greater the altsolthe original application traces annulling the noisy andkgpi
value of the entry y-axis), the stronger the correspondermtomponents. This will reconstruct a trace governed only by
feature is present in the original application load behawor its periodic trend and, therefore, the analysis could baexhr
example, we can see that in the third component in Figureayt more precisely. Sometimes, in analyzing the origireder
which corresponds to the “spiky” feature, application 6 hasdirectly it is difficult to distinguish and isolate only théfect
strong presence of this feature in its behavior. Applicaids of the periodicity.
shown in the middle plot of Figure 1. By looking at the plot Analyzing the periodic trend alone, one could complement
of the original trace, we can confirm that this applicatios hahe valley of a period with a peak from another. For example,
indeed a strong spiky characteristic. applications being utilized by users physically locatedtioa

In the same fashion, applications 2 and 7 have the strongEstst and West coasts, running in the same system, could diffe
presence of the periodic behavior, as shown in the left pliot terms of utilization as a function of the hours of the day
of Figure 7. These two applications correspond to the othand therefore the load periodicity could be complemented in
two applications in Figure 1, which present a strong pedodorder to maximize resource utilization.
trend. On the other hand, to study anomalies and unexpected

By examining the component entries, we can specify events in the system, one could be interested in separate the
criterion to classify the applications by their predominannvisible spikes from the other effects. This can be done by
features: periodic, noisy or spiky. To illustrate the idea,use considering only the third component in the reconstruction
a simple arithmetic criterion to attribute traces into sks As an illustration we detrend an actual application shown
To determine the traces that belong to a class, we selecttFigure 8, presenting each effect, period, noise and spike
those traces in which their entry in the component is greatparately in Figure 9. It is interesting to see the intgnsit
the mean value of the absolute values of all entries. Thait the noise in the second plot and, also, the spikes in the
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third plot, which were indistinguishable when looking ae thsynthetic trace from thg model, intensifying the peak effect
original trace of applicationy. Doing so, we will be able to evaluate the
performance implications of the new application in the egst
due to the effect of burstiness incurred by the special news

Pshd
5 - event.
priginal Similarly, it is also possible to suppress or undermine the
4t 1 presence of a feature in an application trace in order to
5 reproduce some desirable behavior.
8 3 1 The reconstruction of a original trace can be accomplished
> by
& 2 | U(v=")=X; (4)
X
1t 1 The synthetic trace generation is basically a reconsbmcti
MM with a new combination of the basic features, that is, playin
AL T~ e o with the values of the inverted matri¥ —!. Equivalently,

O By
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Time (5 min intervals) equation 4 can be written as

. L U1
Fig. 8. Pshd: an application to be detrended
ig pplicati Ul v | =xr
v3
C. Generating Synthetic Workload wherew, is the parameter related to the periodic component,

Synthetic workloads are useful for testing and simulaticdndv, andvs to the noisy and spiky components, respectively.
purposes. Not only do we want to reproduce a typical behaviorAs an illustration, application 2 has the following configu-
of the existing applications, but also we would like to cesat ration:

model and change some of its parameters, in order to evaluate 0.37 .
the effect of a new, slightly different application. v *8(1)2 = X3

As an example, we may want to simulate the behavior of
a new application which is connected to a headlines newsts say that we want to reproduce the behavior of applioatio
database. This new application has the same noisy behadprut with half of the amplitude induced by the periodic
as an existing one, lets say applicatign However, due feature. In order to produce this result, we just attribueé of
to a special unexpected news event, there is a peak durihg value in entry,, that isv; = 0.18. The resulting trace can
the business hours of some days. To evaluate the imphetseen in Figure 10. This figure compares the reconstruction
of this new application in the system, we can generatechapplication 2 (left), using the original configuration, the
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new synthetic generated application (right), that mimitss iincreases, the advantage of using the PCA technique in man-
behavior but presents half of its periodic amplitude. aging the larger system will become more significant — irtstea
of analyzing a large number of times series at a time, one
could use this approach in reducing the complexity of system
characterization and synthetic trace generation.

Application behavior on the consumption of other system
resources such as network bandwidth and disk I/O can also
be similarly analyzed.
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