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Abstract 
Utility computing is envisioned as the future of enterprise IT environments.  Achieving utility computing is a 
daunting task, as the needs of enterprise users are diverse and complex.  In this paper we describe Quartermaster, an 
integrated set of tools and technologies that addresses these needs.  Quartermaster supports the entire lifecycle of 
computing tasks - including the design, deployment, operation, and decommissioning of each task.  Although parts 
of this lifecycle have been explored earlier, Quartermaster integrates all of these parts in a unified framework using 
model-based automation. All tools within Quartermaster are integrated using models based on CIM, an industry-
standard meta-model. The paper also discusses our implementation of Quartermaster, and describes several case 
studies involving HP Customers. 

1. Introduction 
The increasing complexity of IT environments has made them difficult to manage in a cost effective manner. This 
has led to a push within enterprises for consolidating IT environments into managed pools of resources. In addition, 
with the advent of Internet applications with rapidly changing lifecycles, users also require that IT environments 
provide the ability to rapidly configure and modify applications. As a result, companies such as HP [1], IBM [2], 
SUN [3], as well as a host of startups [4]-[7] have announced initiatives or products to address these requirements. 
Many of these initiatives improve IT utilization through various virtualization techniques, while others provide 
configuration and provisioning capabilities or offer monitoring and management capabilities to manage the IT 
environment more efficiently.  

We define utility computing as the ability to provide complex computing environments on-demand to IT users. The 
products mentioned above represent the initial efforts in making utility computing a reality. Achieving utility 
computing is difficult because the needs of enterprise users are complex. Each application running within the 
enterprise has unique assumptions, each enterprise has different policies that are associated with its applications, and 
each user brings a different set of requirements to the application. Providing infrastructure that supports these 
diverse requirements is not a straightforward task. While techniques such as virtualization or load-balancing are 
necessary for utility computing, they are not sufficient. To be successful, a utility computing system must support 
design, deployment, and management of arbitrary applications while dealing with their frequently competing 
requirements for resources; accommodate both user and operator policies on how infrastructure is used; deal with 
upgrades of both the infrastructure and the applications; and maintain a high level of automation to reduce errors and 
manage costs. 

We address utility computing from the perspective of IT administrators. That is, given user-specified requirements 
for a complex application, how can the corresponding system specification be automatically created and the system 
provided to the user on-demand? Our goal is to provide the administrators with tools that support the entire lifecycle 
of a computing task—including the design, deployment, operation, and decommissioning of that task while 
maintaining flexibility, agility, and cost efficiency within the utility through automation. Our approach is using 
model-based automation—creating models of the IT environment and the desired application and creating a set of 
tools that use those models to automate IT tasks.  

In this paper, we describe Quartermaster, an integrated set of tools and technologies targeted at this problem. 
Quartermaster tools currently provide the following capabilities to IT users and system operators:  
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• Policy-based resource composition: Quartermaster allows operators to capture system composition rules and 
best practices in models, and provides users the ability to automatically create custom designs that conform to 
those policies. This reduces the time to design applications and IT environments and reduces the likelihood of 
error in system design.  

• Capacity management: Quartermaster includes scheduling and capacity management algorithms that can track 
complex patterns of time varying resource demands and react accordingly. This enables operators to manage 
infrastructure use and permits specific qualities-of-service to be achieved.  

• Resource assignment: Quartermaster uses mathematical programming techniques to ensure that resource-level 
requirements (e.g., network bandwidth) of the application are met and bottlenecks are not created in the shared 
infrastructure when resources are assigned to applications. This enables efficient use of the infrastructure 
resources while ensuring application-level quality of service. 

The remainder of the paper is organized as follows: Section 2 describes the functionality provided by Quartermaster, 
and discusses the various tools that provide those functions.  Section 3 presents the Quartermaster software 
architecture. Section 4 provides two case studies where we are currently using Quartermaster. Section 5 describes 
related work, and we conclude the paper with a summary of our contributions in Section 6.  

2. Quartermaster Tools 
Quartermaster integrates a number of tools and technologies that provide system administrators with the ability to 
create custom designs for applications and to rapidly allocate resources to those applications. Figure 1 shows the 
overall functional architecture of Quartermaster. 

Quartermaster maintains a repository of resource types and instances that it manages. This repository maintains 
models of the different resources known to Quartermaster, as well as an inventory of resource instances available to 
Quartermaster. It provides Quartermaster tools with a uniform way of interacting with the resources. IT operators 
and users can interact with Quartermaster tools using either visual or programmatic interfaces. The tools provide 
users with the ability to compose IT resources into desired configurations, to manage the capacity of the underlying 
resource pools, and to schedule and allocate resources to applications. The Quartermaster tools can be integrated 
with service deployment capabilities offered by other technologies [9] as well as with management tools that 
provide operations management and control capabilities [10] to provide an end-to-end view of resource management 
within the data center. In the next few subsections, we describe the capabilities offered by the tools in more detail. 
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Figure 1: Overall architecture of Quartermaster 
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2.1. Policy-driven Resource Composition 
When resources are combined to form other higher-level resources, a variety of rules need to be followed. For 
example, when operating systems are loaded on a host, it is necessary to validate that the processor architecture 
assumed in the operating system is indeed the architecture on the host. Similarly, when an application tier is 
composed from a group of servers, it may be necessary to ensure that all network interfaces are configured to be on 
the same subnet or that the same version of the application is loaded on all machines in the tier. To ensure correct 
behavior of a reasonably complex application, several hundred such rules may be necessary. This is further 
complicated by the fact that a large fraction of these rules are not inherent to the resources or the application, but 
depend on preferences (policies) provided by the system operator or indeed, by the user as part of the request itself. 

Quartermaster models [8] allow specification of such rules in a distributed manner. By capturing the configuration 
rules as part of the specification of resource types, and by formalizing how these rules are combined when resources 
are composed from other resources, Quartermaster provides a very flexible policy-based framework for generating 
configuration specifications for complex resources. Quartermaster models resources in terms of entities (described 
later in Section 3). Each entity is characterized by a set of attributes and values taken by those attributes. For 
resources or applications, the attributes represent configuration or other parameters that are meaningful for 
operation. For configuration activities, attributes indicate whether a particular activity needs to be triggered by the 
deployment system, and if so, provide the parameters that are required for that activity. Policies are formulated as 
logical constraints that restrict values possible for model attributes, and are used during system composition to 
ensure correctness. 

Complex environments requested by users are themselves treated as higher-level resources that are composed from 
other resources. Policy is embedded in the various resource types, specified by the operators of the resource pool, or 
by users as part of the requests for resources, and restricts the composition choices used when composing higher-
level resources from the component resources. Unlike traditional policy-based systems, the policy model does not 
couple actions to constraints, and actions (workflows) needed for realizing the specification of the higher level 
resource can be automatically generated [12].  

Type
Database

Request

Policy-based Configuration Generator

Policy
Engine

Grounded
Request

Deployment
System

 
Figure 2: Resource construction process 

The composition tool [8] in Quartermaster uses a constraint satisfaction engine [11] to automatically create a design 
from minimally-specific policies provided by the user. The tool is exposed to the user as a “drag-and-drop” 
graphical user interface (GUI), which can be used to design complex environments "on-the-fly" from components 
such as software, firewalls, servers, load balancers, and storage devices. The tool allows operators to define models 
for a broad range of resources such as web servers, application servers, databases, or even complete e-commerce 
sites, and provide them to users as resource templates on the GUI. The user can then select components from the 
palette and design the desired environment. For example, the user can simply drag in the icon representing an e-
commerce site into the design panel, add policies representing specific requirements (e.g., the number of 
transactions per second the site must be capable of supporting, the size of the database, etc.), and ask the tool to 
complete the design. The composition tool then automatically creates a system design that complies with both the 
policies specified by the user, as well as those specified as part of the resource templates by the operator. If a design 
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compliant with the specified policies is not possible, the tool identifies which policies are causing the conflicts. 

Figure 2 shows the high level structure of the policy-based composition tool. The user creates a request (which may 
be minimally specific) for a composed resource. The composition tool uses the Quartermaster type repository and 
depending on the policies specified in the resource request and those associated with the resource types, generates a 
“grounded” request specification (i.e., a specification that is provably compliant with policy). The grounded request 
contains enough detail to allow a deployment system [9] to instantiate the request. The policy engine treats the 
user’s request and the corresponding policy constraints as a goal to be achieved. It uses a constraint satisfaction 
engine [11] to select resource types and configuration activities, and assigns attribute values such that all of the 
policy constraints are satisfied. 

2.2. Proactive Capacity Management 
Once the design is complete, the user submits the design to the capacity manager [13]. Managing capacity of large 
resource pools in enterprise environments is a challenging problem because, unlike batch environments, applications 
in enterprise environments are long running but have time-varying resource demands. The capacity manager ensures 
that sufficient capacity is available to support the longer term aggregate demands of applications. 

Quartermaster includes scheduling and capacity management algorithms [14], [15], [16] that can take such 
fluctuations into account. Complex patterns of time varying resource demands along with resource access Quality of 
Service requirements can be tracked within Quartermaster and resources can be scheduled accordingly. If necessary, 
the scheduler may re-schedule low priority requests to accommodate higher priority requests [13]. 

The capacity management tools in Quartermaster are integrated using a Resource Access Management (RAM) 
framework. The framework relies on historical traces of application demand to forecast future resource 
requirements. Applications with irregular or unpredictable demands may need to be provisioned for peak loads 
and/or rely on the capacity management system's ability to provide best effort access to resources. If no historical 
information is available, the application can be initially provisioned for its anticipated peak demand, and its behavior 
can be characterized over time. The framework assumes that each application acquires and releases units of resource 
capacity as necessary to satisfy the Quality of Service (QoS) requirements of users in an application specific 
manner. Thus the RAM framework does not attempt to manage the quality of service as seen by the users, but only 
ensures resource-level Service Level Agreements (SLAs) defined when the application is admitted. 

As shown in Figure 3, the RAM framework includes several components: admission control, capacity management, 
resource allocation, policing, arbitration, and assignment. These components address the following questions: which 
applications should be admitted (i.e., permitted to make resource reservations), how much resource capacity must be 
set aside to meet their needs, which applications are currently entitled to resource capacity on-demand, which 
requests for resource capacity will be satisfied, and which  units of resource capacity should be assigned to each 
application. Answering such questions requires statements of expected resource supply, application demands, and 
required qualities of service.  
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Figure 3: Resource Allocation Framework 
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Once an application is admitted (i.e., its reservation is accepted), the system and the application have effectively 
engaged in a contract. The terms of the contract, for example time-varying constraints on resource usage, policy 
constraints, QoS requirements, pricing, penalties etc., are captured in an SLA. Once admitted, an application must 
interact with the system to acquire and release resource capacity as needed to meet the QoS requirements of its own 
users. We assume that the application releases capacity to reduce its own (effective) costs. When an application 
needs capacity, the system must provide it according to the agreed upon resource-level SLA. 

Admission control and resource acquisition processes are illustrated on the left in Figure 3. Admission control 
decides whether an application will be accepted. It relies on the resource allocation system to determine which 
resource pools have sufficient capacity to satisfy the demands of the application. Once specific resource pools are 
chosen, reservations are made and reflected in the capacity management plan. Requests for resource capacity from 
admitted applications are illustrated on the right in Figure 3. Resource capacity requests are batched by the RAM 
framework so that tradeoffs can be made regarding which requests for resource capacity are satisfied. Policing 
mechanisms verify that an application’s request for capacity is within the bounds of its SLA. If it is, then the request 
is entitled to the capacity. If demand exceeds supply, then arbitration mechanisms are used to decide which requests 
are satisfied. Requests that are to be satisfied are assigned resources. This is discussed in more detail in the next 
Section. 

2.3. Optimized Resource Assignment 
If capacity is available, the capacity manager works with a resource assignment system [17], [18] to assign the 
actual instances of resources for the application. Manual (or simple heuristic) approaches to resource allocation 
work when all resources are equivalent (e.g., in a cluster), or when the resource pool is small. With complex 
topologies, it is easy to create bottlenecks in the shared resources when using such approaches, resulting in failure to 
meet application requirements even when capacity is available in the data center. Quartermaster uses mathematical 
programming techniques to ensure that bottlenecks are not created in such shared infrastructure. 

We refer to the decision making process of choosing the right set of physical resources for each application as 
application placement, and define the application placement problem (APP) as follows. Given: (1) a topology of a 
data center consisting of switches, servers, and storage devices with varying capabilities; and (2) a component-based 
distributed application with requirements for processing, communication and storage; decide which server from the 
data center fabric should be assigned to each application component. Quartermaster uses a solver based on a mixed 
integer programming (MIP) formulation to automate application placement on data center fabrics. 
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Figure 4: Architecture of the resource assignment solver 

Figure 4 shows the architecture of the resource assignment solver. The solver requires two models as input: a 
resource model and an application model.  The resource model describes the fabric topology and the resource 
capacities. The application model defines the application topology and its resource requirements. The infrastructure 
monitor tracks the resource inventory, including the connection topology and available capacity. The monitor 
maintains an up-to-date model of the current state of the environment using information from the resource inventory 
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and monitoring tools. The application designer uses the composition tool (described earlier) to map the application’s 
high-level QoS goals into an initial application model that represents the low-level processing, communication and 
storage requirements on the physical resources. The constraints and the objective function required by the solver are 
dynamically generated from these parameters using the modeling language GAMS [19], and fed into the CPLEX 
solver [20]. The latter checks the feasibility of the problem, and finds the optimal solution among all feasible 
solutions. 

We have also used the resource assignment system in scenarios that have not included the capacity management 
methods of the previous section. For example, the application designer uses the composition tool (described earlier) 
to map the application’s high-level QoS goals into an initial application model that represents peak processing, 
communication and storage requirements on the physical resources.  In this scenario, the placement solver is used 
directly for admission control. If the placement solver decides that no feasible combination of resources can meet 
the need of the application, the application is denied service or asked to postpone its request.  Once the application 
starts execution in the utility, the application monitor takes over and measures the application’s usage of resources, 
such as network bandwidth, in real-time and updates the application model. The placement solver may be called 
again if necessary to rebalance load in the utility, to reduce resource fragmentation, to remove hot spots, or to handle 
infrastructure failures. 
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Figure 5: Models used by placement solver: a) application as a set of components with communication 
requirements, b) storage needs of the application as a set of files, and c) the assumed data center topology 

Figure 5(a) and (b) show the structure of the application model. The application is represented as a directed graph, 
where each of the nodes Ci represents an application component, with requirements on processing and/or storage. 
Each link in the graph represents the communication requirements Tij between the corresponding components. Note 
that the placement solver ensures that both networking and processing requirements of the application are met when 
assigning resources to the application. Storage required for the application is similarly modeled by a set of “files” 
{Fi}. Here we use the abstract notion of a file to represent a logically contiguous chunk of data that may be accessed 
by application components. The storage access pattern is represented by a bipartite graph as shown in the figure. 
This model can also be used for simultaneous placement of multiple applications by constructing a single big graph 
with the components from all the applications, where each application is represented by a sub-graph. 

The resource model assumed by the placement solver is shown in Figure 5(c). The model represents a typical data 
center fabric with servers Si connected over an Ethernet local area network (LAN) fabric consisting of a set of 
switches Ri, and storage arrays Di connected to processing elements using a storage area network (SAN) fabric 
consisting of SAN switches Ei and Coi. Note that network attached storage (NAS) devices can be modeled as servers 
in this model, as can other appliances such as firewalls, load balancers, VPN devices and the like. Every device is 
described by a set of attributes (e.g., processor architecture, CPU speed, memory size, link bandwidth etc.).  
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By varying the inputs to the solver within the application and data center models, the Quartermaster application 
placement solver can handle a number of different deployment scenarios:  

• Greenfield placement: Placing the first application in an empty utility. 

• Sequential placement: Placing a new application in an already populated utility.  

• Parallel placement: Placing multiple applications in an empty or populated utility at the same time.  

• Component migration:  Migrating existing application components to avoid hot spots or make more 
efficient use of resources when the monitoring system detects a problem. 

• Automatic fail-over: Finding the best replacement for the failed resources from the free pool. 

• Dynamic resource flexing: Providing additional resources to, or taking resources from an existing 
application, when a new application model is submitted with updated requirements (e.g., as the 
application’s workload changes). Depending on the application’s ability to accommodate server migration, 
our solver can find the new placement solution with or without fixing some subset of the deployed 
application components.  

The first three scenarios happen when an application is deployed, and usually occur at time scales of days or longer. 
The last three scenarios occur once an application is operational, typically at time scales of minutes to hours.  

Note that this approach does not preclude solution of problems where the input data is uncertain. By providing 
appropriately conservative input requirements, solutions can be found that reflect the known requirements, rather 
than indiscriminate over-provisioning of infrastructure. In addition, the mathematical programming model is flexible 
enough to allow a choice of different objective functions or inclusion of other constraints based on customer or 
operator policies. Thus the approach is valuable as a framework for solving resource assignment problems even 
when only limited models of the applications and the infrastructure are available. 

3. Quartermaster Software Architecture 
All tools within Quartermaster are integrated through a repository that maintains both the resource type definitions, 
as well as the inventory of resources controlled by Quartermaster. All resource types in Quartermaster are modeled 
using the CIM (Common Information Model) meta-model [21]. CIM is an industry standard defined by the 
Distributed Management Task Force (DMTF) [22]. By leveraging the CIM meta-model, our system can easily 
incorporate both existing CIM classes defined for resources, as well as vendor- or system-specific extensions that 
are required for modeling resources that are currently not defined in CIM. Furthermore, by using a model-driven 
system, we have found it easy to create “adapters” that can represent those models in a variety of languages (e.g., 
RSL [23] for the Grid, or the SmartFrog Language [9]). 

Entity

Actor

Activity

Resource

Service

View

Role

Context

Relation

Metric

Policy

(b) Entities modeled in Quartermaster(a) Quartermaster software architecture  
Figure 6: Software architecture for Quartermaster and entities modeled by it 

Figure 6 (a) shows the software architecture for Quartermaster. The type and instance repositories are maintained 
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within a CIM Object Manager (CIMOM) that has been implemented using a relational database (MySQL). The core 
entities modeled within Quartermaster are shown in Figure 6 (b). Note that while Quartermaster follows the CIM 
meta-model, it includes concepts not currently present in the CIM models, and thus extends the CIM models for 
these entities. 

To enable the integration of additional tools, Quartermaster communicates with tools in a loosely-coupled manner. 
The tools expect information (and provide output) in tool-specific formats. Each tool is integrated using a tool 
manager, which uses an output adapter to convert model information from the Quartermaster repository to the 
format required by the tool, and converts the tool output using an input adapter to a form appropriate for the model 
repository.  The tool manager acts as a simple pass-through for information in simple cases, but can have tool-
specific logic to enable more complex interactions with the tools. An example of this software pattern is shown in 
Figure 7, where the interaction with the resource assignment system is shown. The placement tool manager (the 
Placement Designer) is asked to place an entity (the grounded request). It first uses the output adapter to retrieve all 
information required for the placement (see Section 2.5) from the repository and converts it into an XML format 
required by the placement tool. It then uses an HTTP POST operation to send the information through a web server 
to the CPLEX solver. The assignment information is received by the Placement Designer in an XML format, and the 
designer converts that information using the input adapter to make the appropriate associations in the repository. 

Output Adapter

Input Adapter

Placement Designer WebServerModel APIs

1. PlaceEntity(Entity)

2. Entity.getAssociatedEntities()

3. POST(xml)

4. Write files

CPLEX
5. Trigger Engine

6. generate output
7. read files

8. Result(xml)

9. Entity.createAssociatedEntity(new
Entitity)  

Figure 7: Interaction with resource assignment tool 

By using this pattern, many different tools can be incorporated within the Quartermaster tool set, and managed and 
maintained independently. Furthermore, translations between the model representations and tool specific formats are 
localized in the adapter classes; hence tool-specific code in Quartermaster is localized. Finally, integration becomes 
easier since the individual tools do not have to know about the models maintained in the repository, or be reconciled 
with other tools that are using the same repository. 

4. Experience using Quartermaster 
We have integrated the components within Quartermaster into a complete test-bed that we are using to further 
explore the component algorithms in our research.  We have also implemented a prototype that can be used by 
others to develop additional capabilities. We have used Quartermaster in a number of initiatives to understand its 
capabilities within service deployment, configuration, and lifecycle management scenarios. We briefly mention two 
of these initiatives below, as examples of problems that may be tackled by Quartermaster technologies. 

HP’s Shared Application Server Utility (SASU): Like many large companies, HP maintains and operates 
hundreds of internal business applications. Each of these applications has traditionally required its own server. HP 
IT is currently consolidating its J2EE servers into a shared utility that will support the needs of J2EE applications, 
and provide the application server platform as a utility to groups within HP. This would reduce the licensing, 
support, management, and hardware costs associated with these applications. 

The service is hosted on clusters of HP-UX servers and exploits HP-UX workload management features [29] to 
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provide performance isolation among services. The capacity management components of Quartermaster are being 
used as part of this process. The Quartermaster capacity manager supports admission control exercises, recommends 
which server(s) are best suited for supporting a new application, indicates which services should share servers, and 
guides the setting of configuration parameters needed for the workload manager that controls the fine grain 
assignment of server CPU shares to the services. 

Figure 8 shows an example output from the capacity management tool. A number of applications are shown which 
are running on a large HP-UX server. The capacity management tool uses historical traces of the metric (in this case, 
CPU required) to provide estimates of the number of CPUs required to meet the demands of the applications. As 
shown at the bottom of Figure 8, for this particular example, it is estimated that if the applications are provisioned 
without regards to CPU sharing, 21 CPUs will be required, while the sharing of CPUs between applications would 
allow the capacity needs of the applications to be met with 15 CPUs. 

 
Figure 8: Typical output of capacity management tool for SASU 

Financial Services IT Consolidation Initiative: We are currently working with one of HP’s large financial services 
customers on an IT consolidation initiative. As part of this initiative, the financial services business intends to 
migrate users to terminal-based “virtualized” desktops with all users served by centralized compute clusters and 
storage facilities. For testing purposes, we have replicated this environment within our lab using bladed servers. We 
are using Quartermaster tools within this test environment to create an integrated model-based view of the entire 
system, including the resources, services, and clients using the environment. Using these models, we plan to explore 
how cluster resources can be automatically configured and scheduled for these clients based on client requirements 
for services and the capacity available within the cluster. 

Figure 9 shows response times measured on our tested for various tasks for the virtualized desktop. Corresponding 
capacity demand data is incorporated within the desktop resource models within the Quartermaster tools used for 
creating desktop configurations for the users, and to both allocate and assign resources to the various desktops. 

In both case studies, feedback from the system operators has been positive. In particular, operators have found that 
the models within Quartermaster help provide an integrated view of the system that is otherwise not available, and 
focus attention on data that is at the right level of abstraction. In addition, they have found the framework useful 
because it enables them to quantify improvements (e.g., utilized capacity or time-to-deployment of applications) that 
are otherwise difficult to evaluate. 

 



10 

Average Response Times for Office Tasks

1

10

100

1000

10000

100000

E
xc

el
- C

ha
rt 

di
al

og

E
xc

el
- C

ha
rt 

di
al

og
 - 

S
te

p 
2

E
xc

el
- C

ha
rt 

di
al

og
 - 

S
te

p 
3

E
xc

el
- C

ha
rt 

di
al

og
 - 

S
te

p 
4

E
xc

el
- C

ha
rt.

.. 
M

en
u

E
xc

el
- C

lo
se

 M
en

u

E
xc

el
- F

ile
 c

lo
se

 m
en

u

E
xc

el
- F

ile
 O

pe
n 

di
al

og

E
xc

el
- F

ile
 O

pe
n 

m
en

u

E
xc

el
- o

ve
rw

rit
e 

po
p-

up

E
xc

el
- P

rin
t d

ia
lo

g

E
xc

el
- S

av
e 

A
s 

di
al

og

IE
- F

ile
 o

pe
n 

di
al

og

IE
- F

ile
 o

pe
n 

m
en

u

O
ut

lo
ok

- C
lo

se
 m

en
u

O
ut

lo
ok

- I
ns

er
t F

ile
 d

ia
lo

g

O
ut

lo
ok

- I
ns

er
t F

ile
 m

en
u

O
ut

lo
ok

- m
es

sa
ge

 o
pe

n

O
ut

lo
ok

- O
pe

n 
M

ai
l e

di
to

r

O
ut

lo
ok

- O
pe

n 
M

ai
l M

en
u

O
ut

lo
ok

- O
pe

n 
N

ew
 M

en
u

S
ta

rt 
E

xc
el

 - 
op

en
 a

pp

S
ta

rt 
E

xc
el

 - 
ru

n 
di

al
og

S
ta

rt 
E

xc
el

 - 
S

ys
te

m
 M

en
u

S
ta

rt 
ie

xp
lo

re
 - 

op
en

 a
pp

S
ta

rt 
ie

xp
lo

re
 - 

ru
n 

di
al

og

S
ta

rt 
ie

xp
lo

re
 - 

S
ys

te
m

 M
en

u

S
ta

rt 
O

ut
lo

ok
 - 

op
en

 a
pp

S
ta

rt 
O

ut
lo

ok
 - 

ru
n 

di
al

og

S
ta

rt 
O

ut
lo

ok
 - 

S
ys

te
m

 M
en

u

S
ta

rt 
W

in
w

or
d 

- o
pe

n 
ap

p

S
ta

rt 
W

in
w

or
d 

- r
un

 d
ia

lo
g

S
ta

rt 
W

in
w

or
d 

- S
ys

te
m

 M
en

u

W
ai

t f
or

 M
y 

C
om

pu
te

r

W
or

d-
 C

lo
se

 M
en

u

W
or

d-
 o

ve
rw

rit
e 

po
p-

up

W
or

d-
 S

av
e 

A
s 

di
al

og

Task

R
es

po
ns

e 
Ti

m
e 

(m
s)

 
Figure 9: Typical time observed for various office tasks in a virtualized desktop 

We are currently exploring within these case studies how custom views can be created for operators. In addition, 
based on user feedback, we plan to include other capabilities that would provide Quartermaster with: 

• the ability to measure the behavior of the designed system at run-time and automatically adapt the design to 
maintain it within user-specified bounds; 

• measurements of application behavior to enable iterative improvement and refinement of the component 
types; and  

• real-time data from the resource pool to our resource allocation and placement algorithms, so that 
inaccuracies in the parameters specified in the design do not accumulate in practice. 

5. Related Work 
Most of the individual problems tackled within Quartermaster have been described in the literature. System 
composition has been explored within the artificial intelligence community [24]. A rich literature exists on problems 
of scheduling resources to applications in the computer science community, as well as in the high performance 
computing community [25]. Similarly, the statistics [26] and operations research communities [27] have studied 
algorithms for modeling time varying quantities and optimization algorithms respectively. Finally, system modeling 
has been subject to much research within the software engineering field [28]. However, Quartermaster brings 
together knowledge from these many diverse areas to create an end-to-end framework designing and deploying 
applications. 

6. Summary 
Quartermaster seeks to create an IT resource utility, where complex applications can be provisioned for IT users on-
demand. Achieving this is difficult because the needs of the enterprise users are complex. Each application running 
within the enterprise has unique assumptions, each enterprise has different policies that are associated with its 
applications, and each user brings a different set of requirements for their application. Quartermaster takes an end-
to-end lifecycle view of applications. It contains an integrated set of tools that provide users with the ability to 
compose complex environments, manage capacity within resource pools, and allocate resources from those resource 
pools to applications and users. The individual tools can be used either by themselves, or in combination with other 



11 

available tools and technologies to tackle a host of related problems in system design, planning, and operational 
environments.  

For example: 

• The composition tool can be used by system designers as an application design aid for maintaining and 
upgrading their designs and capturing “best-practices” as policies to ensure that designs conform to those 
policies. 

• The capacity manager can be used for tracking and scheduling resources between applications in bladed 
systems or for high-performance computing or applications where statistically varying workloads are 
present. 

• The resource assignment tools can be used within the datacenter environments to ensure that application-
level requirements are met without creating resource bottlenecks when applications are deployed. 

We are using these tools in a number of initiatives both within HP and with HP customers to test their applicability 
within different use cases, to obtain feedback and experience from their use, and to refine the tools using this 
experience. The Quartermaster architecture provides us a framework within which these (and other) capabilities are 
integrated. 
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