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Abstract

This paper presentsour Interactive Grid architecture
for ApplicationServiceProviders (I-GASP).We ervision |-
GASPas a solution for making computes available pri-
marily for interactiveusein a grid computingervironment.
A usermight accesssuc a computerfor running diverse
applicationssud as graphicsrendering scientificvisual-
izationor medanical CAD. I-GASPconsistof a grid mid-
dleware for provisioningthesecomputes, remotedisplay
technologythatgoesacrossfirewallsandsereral techniques
for makingthe computes suitablefor usein a grid ervi-
ronmentnhamelycontrolled shelland desktopdynamicac-
countsadmissiorcontmol, andmonitoringandmanaement
agents. To minimizethe amountof userdatathat needsto
migrateto theassigneccomputetbefoie aninteractiveses-
sion bagins, we presentour affinity schedulingalgorithm
that favors a computerwhetre the user has previously had
aninteractivesession.

1 Intr oduction

Application serviceproviders(ASP) give customerghe
ability to useapplicationswithout owning the software or
theinfrastructureneededo run the applications.Typically
wethink of anASPasproviding accesso complex business
applicationsgconsistingof a baclendtier suchasdatabases
andlegag applicationsamiddletier for businesdogic and
a frontendfor presentatiorogic suchasHTML or WAP.
Thesetiers are mappedto senerslocatedin a datacenter
In this paperwe addresthe needsf an ASPthatcatersto
a more diversecustomerbase. We include, in additionto
traditionalbusinesscustomersgigital contentcreatorssci-
entistsdoingvisualizationof largedatasets softwaredevel-
opersanddesignengineersisingelectronicor mechanical
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CAD tools. Thesecustomersexpecttheir primary appli-
cations,aswell asotherprogrammingtools they typically
use,to beinstalledonthe computer They alsoneedaccess
to shells(commandnterpreters)n additionto thegraphical
userinterface(GUI) of their applications. Thusthey need
accesdo the full desktopof a computerto work produc-
tively. We believe thatan ASP canprovide thesecustomers
accesdo aremotecomputers desktoor interactve useas
aservice Userswill normally have a computerin their of-
ficewhichis adequatéor theirwork mostof thetime. How-
ever, duringthe phase®f a projectwhencomputingcycles
arethe bottleneck,additionalcomputersavailable through
sucha servicecanbeinvaluable.Besidestheseusersmay
needoccasionalaccesgo a computerwith a differentpro-
cessoy operatingsystemor applicationsuite or simply a
more powerful computer Using the serviceof an ASP is
idealfor this casealso.

Providing computingresourcessa servicefor suchin-
teractive useto businessuserscan also be doneby their
respectie IT departments.However the servicebecomes
more cost-efective and at the sametime technicallychal-
lenging whenthe serviceprovider is a separatecompary.
The businesgustificationfor sucha servicelies in the re-
ducedcostto the enterprisgpurchasinghe service. Rather
thanbuying the computersaandsoftwarelicensesandkeep-
ing additionallT staf on their payroll to managethesere-
sourcescompaniescan pay for the service. An ASP can
providetheserviceatareducedcostbecausef theefficien-
cies of the workforce gainedfrom specializingin the ser
vice, collocatingthe servicefor multiple customersn large
datacentersmaintaininghigherutilization of resourcesye-
gotiatingvolumepricing discountsegtc. It is alsohelpful to
think of sucha servicein the utility computingparadigm.
Utility companiegproviding waterandelectricity give usa
pay-perusepricing modelallowing usto usethe provided
resourceonly to the extentwe require. Similarly, the com-
pary usingthe computingresourceasservicesavesmoney
by not over-provisioningfor its computingneeds. Instead
of acquiringcomputerdo satisfythe peakrequirementof



its productdesigncycle, maintainingenoughcomputerdor
its averagerequiremenis more economical. The restcan
beobtainedasa serviceasandwhenthe needarises.How-
ever, sincethe serviceis provided by a separateeompaty,
severalissuessuchasauthenticationsecurity performance
andbusinessigreementfor servicelevel agreemenfSLA),
accountingandbilling becomemoreimportant. Theseare
in additionto the resourcananagemenssueghat needto
be addressewhetherthe solutionis providedinternally by
thelT departmenor externallyby an ASP,

Many of theseissuescanbe addressedby an ASP if it
adoptsa grid computing[9] ervironment. Traditionally,
grid computinghasaddressetheneedf long-runningsci-
entific computationsubmittedasbatchjobs. Indeed,some
of the above mentionedcustomersnay have long-running
batchjobsthatcanbe distributedacrossseseral nodesin a
grid and benefitfrom parallel execution. But the benefits
of grid computingextendto interactve applicationsalso.
Grids will provide resourcevirtualization basedon stan-
dardsdevelopedas part of the OpenGrid ServicesArchi-
tecture(OGSA)[8]. Thecustomemill needto authenticate
onceto thegrid. A digital contentcreatormightthenspec-
ify thathe needsaccesgo a computerwith Itanium 2 pro-
cessorunningLinux, with the RenderMarapplicationpre-
installed. Resourcevirtualizationimplies in this scenario
thatthegrid will beableto identify a computerif available
in the grid, that meetsthe requirement®f the contentcre-
ator He doesnot needto specifya hostnameor IP address.
Following authenticatiorandauthorizationheis connected
to the resource. For completeresourcevirtualization, we
realizethat customersannotbe expectedto have accounts
on every resourceor at every site participatingin the grid.
Hencewe addresghis issueby incorporatingdynamicac-
countsin our design. A dynamicaccounton a computer
is not associateghermanentlywith a real-life user Instead
it canbe assignedor the durationof aninteractive session
to areal-life user The associatioris broken at the end of
the sessioror later, whenthe systemreclaimsthe dynamic
account.lt canthenbeassignedo anothemser

Data managements anothercritical needthat is ad-
dressedn grid computingernvironments. The customers
datacouldbelocatedatthesiteof astorageserviceprovider
(SSP).Eventhoughthe SSPand ASP aredifferentorgani-
zations,they can ensureinteroperabilityby confirming to
OGSA. On being connectedto a computerat the ASP’s
site,thedigital contentcreatorcanaccessis files,andhave
themcachedocally at the ASP’s site while his interactive
sessioris in progressin this work, we addresshe specific
issueof cachinghisfileslocally with ownershipgivento the
dynamicaccountassignedo him. We alsoinvestigateopti-
mizationspossibleby assigningsubsequengessiondo the
samecomputer

This paperis organizedasfollows. We presentour re-

guirementanalysisin Section2, followed by the overvien
of our systemarchitecturen Section3. Next, the architec-
ture of aresourcenodeis presentedn Section4. Dataac-
cessis discussedn Section5, with our affinity scheduling
algorithmpresentedn Section6. Thenwe presentdetails
of ourimplementationn Section?7. Relatedwork is in Sec-
tion 8. We concludein Section9.

2 RequirementAnalysis

An importantaspecbf servicemanagemerfor any ASP
is a ServiceLevel Agreemen{SLA) which usesQuality of
Service(QoS) metricsasparametersn a binding business
agreementvith the customer For interactive accesgo a
remotecomputers desktop,an importantmetric could be
theresponseime obsenedfor typical applicationsusedby
the customer An applicationfor computeraideddesignof
mechanicatomponentsnight provide goodperformancéf
the deliveredframerateis at least10 framespersecond.If
the computerrunningthe applicationbecomesverloaded,
theframeratecanfall below the above threshold.Thusthe
ASP hasto monitorcontinuouslythe performancelelivered
andapply techniquedik e restrictingadmissionto applica-
tions on the remotecomputerand adjustingthe priority of
processesThe ASP alsohasto monitorthe network condi-
tionsto determinavhenthe problemis dueto oversubscrip-
tion to its network bandwidth.

Sincethe ASP s giving accesgo the desktopof a com-
puterto a customerfor running multimediaand graphics-
rich applications, there are several precautionsrequired
againstmalicioususers. Legitimate userswill requireac-
cessbeyondthe userinterfaceof their applications o the
menusandtaskbarsf the desktopandto shells(command
interpretersyvherethey cantypecommandsThesearenec-
essaryfor the engineersand contentcreatorsto work ef-
ficiently. However, malicioususerscanusethe shelland
other applicationsavailable through the desktopto probe
the computerallocatedo themfor vulnerabilities.Security
canbe breachedandalsodenial-of-serviceattackscanbe
potentially launched. To thwart suchattemptswe needa
multi-tieredsolution. As afirst line of defensea contmolled
desktopshouldallow only safeapplicationstrustedby the
ASP to be launched. We alsoneeda contmwlled shell that
allows only commandsand their optionsvalidatedby the
ASPto be safe. In the next line of defensewe needmon-
itoring agentson theresourceo verify complianceto SLA
parameter$or the customers sessionsuchasCPU usage,
network and disk bandwidthconsumptionand numberof
processesndopensoclet connections.Furthermoresus-
pectnetwork activity andsystemcallsshouldbeblockedby
theseagents.

Next, we addresghe issueof applicationperformance
in thel-GASPervironment.Thegraphics-rickengineering,



scientificvisualizationanddigital contentcreationapplica-
tionsin ourtargetmarket segmentshave beenwitnessingan
exponentialgrowth in thecomplexity of thegeometrianod-
elsthathave to berenderedn the screen With suchafast
growth in the amountof the data,it hasbecomeclearthat
only computerswith high-endgraphicspipelinesandlocal
accesdo thedatasetwill havethecapabilityto rendersuch
complex scenesWe obsene thatthe ASP’s customemwill
connectto the computerallocatedto him from his desktop
or mobile computerwhich may or may not have the ability
to transferlarge datasetsandrenderat the requiredframe
rate. This suggestghat insteadof sendingraw geometric
datafor renderingon the client desktop|it is betterto send
pixels containedin the frame buffer of the allocatedcom-
puterafter rendering. This will allow us to easily support
aheterogeneoudlient population.A reasonabléramerate
canbe sustainedf the SLA ensureghatadequateetwork
bandwidthis available. Also, the applicationmustbe guar
anteecadequaterocessingower.

At theendof Sectionl, we havealreadymentionedsome
of the requirementsn a grid computingernvironmentsuch
asresourcevirtualization,dynamicaccountsanddataman-
agementTheseaswell astherequirementsutlinedin this
sectionareaddressetyy our systemarchitecture.

3 SystemAr chitecture

Sincewe wantour solutionto be widely deployable,we
expectthe solutionto work acrosdirewalls atboththe ASP
site andthe customers site. Furthermore we assumethat
the ASP’s serviceis publishedasa web servicein the Web
ServiceDefinition Language(WSDL). The initial request
for servicemustbe sentto this serviceaccesgoint acces-
sible outsidethe ASP’s firewall, and this communication
shouldbe compliantwith the OpenGrid ServiceArchitec-
ture (OGSA)[8].

Accordingly we considera systemarchitectureconsist-
ing of an Application ServiceProvider (ASP) site and a
customersite, asshovn in Figure1l. Someof the imple-
mentationdetailslisted in this figure will be explainedin
Section7. The arrows in Figure 1 arelabelledin the or-
der in which interactionbetweendifferent componentss
initiated. The ASP site hasseveral computingresourcefR
that are available for interactive use. Togethey they con-
stitute resourcepool RRP. Thereis a firewall F1 that pro-
tectsthe ASP’s resources.The customefrfirst connectaus-
ing the connectionsoftware S on his local computerL to
the Grid ServiceAccessPoint GSAPwhich hasbeenpub-
lished externally by the ASP asa web service. From the
GSAR therequesis forwardedto the Grid DistributedRe-
sourceManagemensystemDRM. Thelattermustauthenti-
cateandauthorizethe customembasedon Grid Securityln-
frastructurg(GSl). Thenit canmatchthe resourcerequire-

mentsof the customerto available resourcedy querying
the Grid InformationServicesGIS. Thecustomemight re-

guestanimmediateallocationor anadvanceresenation. At

thescheduledime, the DRM systeminstructsthe software
agentSA ontheselectedesourcer to startthe remotedis-

play sener RDS and connectto the communicatiorsener

CS.Thecustomeiis thenconnectedo CSusingtheremote
displayclient RDC. CSfacilitatescommunicatiorbetween
RDSandRDCin ourscenaridy having anopenportin the

firewall. RDC displaysthe desktopof R on the customers

local computerL.
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Figure 1. 1-GASP System Architecture

4 ResouiceArchitecture

Eachcomputelin theresourcgpool mustbe customized
to meetthe requirementspecifiedin Section2. Figure2
shaws the interactionamongvariouscomponent®n a re-
sourcenodethatarerelevantfor this discussion.They are
explainedin detailin [22, 17]. The five mainfacetsof our
designareexplainedin thesubsectionbelow.

4.1 Controlled Shelland Desktop

Grid Interactve Shell (GISH) is a contmlled shell that
provides the first line of defenseagainstmalicioususers.
It alsointerfaceswith SessionAdmissionControl (SAC),
describedn Section4.2, so thatadmissioncontrol canbe
enforcedvhenanapplicationis launched Commandsnust
belongto an allowed list of commandsand runtime argu-
mentsbeforeGISH will allow themto be executed.When
the commandiine typedby the useris parsedby GISH, a
sequencef checkscanbe done. In additionto specifying
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anallowed list of commandsandtheir options,the system
administratoicanalsocustomizethedirectoriesandfiles to

which the useris allowed access. This might be usedto

preventagrid userfrom looking atfileswhich normalusers
have accesdo, but might be usedfor maliciousintent by

a grid user Grid userswill also have restrictionson pro-

gramscompiledby them.In thatcasethe programs source
codecanbe submittedto the ASP for certificationassafe.
Thenthe compiledbinary canbe placedby the systemad-
ministratorin a specialdirectory andaddedto the allowed
list of commands.Alternately a virtual machine[3] with

controlledaccesdo disk andnetwork canbe provided,and
the usercanlaunchhis binary within the virtual machine,
withoutwaiting for certificationfrom the ASP

In additionto beinga shell for a controlled user, GISH
canalsobe invoked as a shell for a contmolled superuser
This privilege will of coursebe allowed only to usersal-
lowed to invoke the superuseshell command. This might
be beneficialwhencertaintrustedgrid customersaregiven
permissiorto assumeoot privilegefor installationandup-
datesfor specificapplicationsor daemons In controlled
superusemode, GISH usesanotherlist of allowed com-
mands.

The contmlled desktophasto be identical to the con-
trolled shell in termsof the policies enforced. The desk-
top’s menusandicons canbe customizedy a file thatis
ownedby root, andthe useris not given permissiornto add
or modify menuitemsor icons. The userwill assumehat
the applicationsavailableto him throughthe window man-
agerarethe only onesheis allowedto execute.To prevent
the userfrom running an applicationhe is not allowed to
run, the groupmanagemenfieatureof the OS canbe used.
This involves maintaininga separategroupfor potentially
every application. Executionpermissionfor anapplication
is given only to groupmembers.If dynamicaccountsare
usedthedynamicaccountmustbeaddedo all theapplica-

tion groupsthe useris allowedatthebeginningof asession.

Whenthe dynamicaccounts finally reclaimedby the sys-
tem,it mustberemovedfrom all thegroups.

4.2 SAC

The SessiorAdmissionControl (SAC) moduleis called
by GISH andthe restricteddesktopto determinewhether
an applicationselectedby the usershould be allowed to
run. Dataon currentutilization of CPU, storageandband-
width furnishedby grid monitoringandmanagemerdgents
(GMMA), aswell ashistoricaldata,determinesvhetherthe
SLA canaccommodat¢he additionalload of the applica-
tion requested.

4.3 GMMA

TheGrid MonitoringandManagemenfgents(GMMA)
monitor both session-specifiand system-widgparameters
andenforcepolicies. Monitoring agentsmonitor CPU and
wall-clock time accumulatedy a sessionnumberof pro-
cessesppenfiles andsoclets,andsuspiciousetwork traf-
fic, systemcall andcommandsequencesThe management
agentasetheinformationgatheredy monitoringagentsas
inputsto network-basedandhost-basedhtrusiondetection
systems. They canblock the suspectedactiities. These
agentscanbethe secondine of defenseagainstmalicious
userswith GISH beingthefirst line of defense.Theman-
agementgentsarealsoresponsibldor enforcingQoSpa-
rameters.

4.4 Policy Engine

Policy files areneededor SLA enforcementnd secu-
rity issuesWe alsoneedrulescoveringdifferentscenarios.
Thus,a processviolating its SLA canbe run with a lower
priority or be killed underdifferentcircumstancesasdic-
tatedby policy. Insteadof allowing policy-baseddecisions
to be internalto other modulessuchas SAC and GMMA,
we follow amodulardesign.Thepolicy engineis drivenby
rulesand cantake decisionbasedon configurationparam-
etersin the policy files andinformationcollectedby moni-
toring agents Thesedecisionsaretakenwhenrequestedy
SAC or enforcemenagents.

4.5 Dynamic Account Manager

We usedynamicor templateaccountsto make the re-
sourcevirtualizationmore appropriatefor grids. The scal-
ability andmanageabilityof the systemareenhancedf we
do not require grid usersto have their personaluser ac-
countson all the machineghatarepartof thegrid. Instead
the systemadministratorhasto addthe useronceto a di-
rectorymaintainedby thevirtual organizationn whichthe
userhas obtainedmembership. For group accounts, we

1A groupaccountis a group-widecommonaccountsharedby all the
membersf thegroup.



addthe entryfor the grouponcein this directory Any site
that participatesn thatgrid will checkthe users member
shipwith the directoryduringauthenticationandauthorize
the userasa dynamicaccountf shedoesnot have a static
account. The dynamicaccountis chosenfrom the pool of
dynamicaccountgnaintainedon eachcomputerparticipat-
ing in thegrid. Eachdynamicaccounis afull-fledgedUnix
accountcreatedon the computer but without a permanent
real-world userassociatedavith it.

Eachpoolis associateavith asetof policiescustomized
for the target usersof that pool. Unlike normal userac-
countsthatbelongpermanentiyto their real-world owners,
adynamicaccountis boundto a usertemporarily The dy-
namicaccounts freedat the terminationtime agreedupon
for thesessiorthatis usingthedynamicaccount At theter
minationtime, GMMA agentsill theinteractive processes
still running with this accountas owner, and archie all
files ownedby the accounton a grid storageserviceusing
theusers grid credentialsThedynamicaccounts thenre-
turnedto thepool. Subsequergessiongor thisuserretrieve
thefiles from the archive. The selectionof a pool andthe
binding of the userto an available dynamicaccountfrom
thatpool arebasednthegrid credentialpresented.

5 Data Access

The users files have to be presenton a filesystemac-
cessiblefrom the computerassignedo him. Furthermore,
accessightsfor the users files have to be givento the dy-
namicaccountassignedo him. In fact,thefiles may need
to betransferredo thecomputersincetheusersfilesystem
within his enterprisewill not be visible on computersllo-
catedby the ASP, Evenif thefiles arevisible, dueto their
being hostedby a StorageService Provider (SSP), most
likely thesefiles will be transferredandlocally cachedby
the ASP site to optimize performance For interactive ses-
sionson a computerallocatedby the ASP, the users files
containinghis sessiorstatewill have to be restoredat the
beginning of every interactive sessiorandsaved attheend
of the sessiorsincethe dynamicaccounts associatedavith
theuseronly for the durationof the session.

Sincethe transferof files will often be necessarywe
have assumedhat the files are archived in the Grid Stor
ageService(GSS)in Figurel. To minimizethetime taken
to transferfiles at the beginning of aninteractive sessionit
makessenseor the DRM to scheduldnteractive sessions
with affinity to thecomputemsedduringthe previousinter-
active sessiondy the sameuser Assumingthatthe com-
puter selectedvasusedin a previous sessionby the user
thereis still noguarante¢hatthefiles cachedocally will be
thelatestversionsincethe usermight have beenassigned
sessiorat anothersite by the grid middlevarebetweerntwo
consecutre sessionn the resourceselected.During the

sessiorat the other site, he might have modified the files.
Hencethemiddlewareshouldverify whetherary of thefiles
cachedlocally are stale,andif so, invalidatethem or get
their updatedversionsjn thebackgroundfrom GSS.

6 Affinity SchedulingAlgorithm

The stepsinvolvedin the algorithm for allocationof a
computerwith dynamic account,in responsdo a users
requestfor allocationsentto the grid middleware, areil-
lustratedin a flowchartin Figure3. Affinity schedulings
possibleonly for frequentusersfor whom a computerhas
beenallocatedat this site previously andis available. This
is shavn in stepF. All otherusersareassigneccomputers
in StepE. This involvescheckingtheresourceapplication
and sessionrequirementsspecifiedby the userin his job
templatewhen requestingan interactive session. For fre-
guentusersthis alsoinvolvescheckinghistory of previous
sessions.If the userfrequentlyrequestednteractive ses-
sionsduring certaintime periods,it is bestto assigncom-
putersthat are expectedto be available during thosetime
periods.After selectionof thecomputeracheckis doneon
the computerfor the existenceof a homedirectorynamed
by mappingthe users grid credentialsIf adirectoryexists
andis ownedby a resened dynamicaccountthe dynamic
accountis assignedo the userin stepK. If anon-resered
dynamicaccounts assignedownershipof theusers home
directorytree, if it exists, is givento the dynamicaccount.
Theuseris loggedin with hisuserlD beingthedynamicac-
countassigned He finds his shelland desktopcustomized
accordingo the policiesbeingenforced.Filesthatarestale
will be temporarilyunavailable while they are updatedin
thebackgroundrom the grid storageservice.

At the end of the interactive sessionall files that have
beenmaodified during the sessionare updatedin the grid
storagesystemusingthe users grid credentials.Also, the
users dynamicaccountis putin aresened pool if heis a
frequentuser If he returnsfor anotherinteractve session
beforethe accountis reusedthe ownershipof thefiles do
not have to change.

7 Implementation

In Section3, we presenteénoverview of our systemar-
chitecture.Herewe presentdetailsof ourimplementation.
Ourassumptiongnentionedn Section3, andillustratedin
Figure 1, include the presenceof two firewalls. One pro-
tectsthe ASP’s resources.The otherhasto be considered
sincethecustomercouldbein anenterprisghatprotectsts
resourcesvith afirewall.

We assumethat the customeris inside a firewall that
hasa SOCKS[20] proxy sener. The reasonfor choos-
ing SOCKSis the flexibility of the SOCKSprotocol,and



its standardizatioy the IETF. SOCKSallows networking

applicationsto communicatebetweenhostswithout direct
IP reachability We choseDante[7] SOCKSsener for our

testbed.Note thatno sourcecodemodificationwasneeded
in Dante. This validatesour client applicationasbeingus-

ablein ary intranetconfiguredfor externalaccessusinga

SOCKSsener. If our client applicationis not madeaware
of the SOCKSsener, it will work anywherewith directIP

connectvity to the ASP site. It will alsowork in intranets
wherehostshave their OS configuredto sendexternaltraf-

fic transparentlfo a SOCKSsener. The client applica-
tion, labelledRemoteDisplay Client (RDC) in Figurel, is

VNC [18] viewerin ourtestbed.

We alsoassumehatthe ASP protectsits resourcesvith
a firewall. However, in the demilitarizedzoneof the fire-
wall, the ASP hassetup a communicatiorsener asshovn
in Figure 1. In our testbedthis seneris VncProxy [23],
which implementsan application-leel proxy for the RFB
protocol[19] implementedby VNC [18]. Theremotedis-
play sener, labelledRDSin Figurel, is the VNC senerin
ourtestbed Customerswill expectthe securityandprivacy
of their connectionwith the ASP site. Hencewe usethe
SecureSoclet Layer (SSL) protocol. A X.509 certificate,
basedon Public Key Infrastructure(PKI), is issuedto the
communicatiorsener. SSLallows our VNC viewerto ver-
ify the communicationsener’s identity basedon this cer
tificate, andthenkeepthe communicatiorencryptedusing
a sessiorkey sharedbetweernthe viewer and communica-
tion sener.

The changesequiredin the sourcecodeof VncProxy
andthe VNC viewer areminimal. VncProxyrequiredonly
onechange:the soclet openedhadto be changedo bean
instanceof the SSLSocletclassin Java. Similarly, theVNC
viewer (Java version)usedin our testbedhadto be modi-
fied to usejsoks a Java SOCKSclient library [15]. The
soclet openedby the viewer for connectionto its sener
(VncProxyin ourcasehadto bemodifiedto beasocksified
soclet, implementedas SocksSockt classby jsoks Next
a SSLSoclet was openedby usingthe just createdsoclet
asatunnel,throughthe SOCKSsener, betweerthe viewer
andVncProxy In our currentimplementationwe require
only the VncProxyto proveits identity to the viewer using
its certificate.

Most of the remainingcomponentsn our systemarchi-
tecture(Figure 1) are currentlyimplemented?2] usingthe
web servicegparadigm.We alsohave a morerecentimple-
mentation[22], that usesthe Globus Toolkit [10] Version
2. We would lik e to move this partof the systemto Globus
Toolkit Version3, so thatwe cancontinueto usethe web
servicesparadigm,and remaincompliantwith OpenGrid
ServiceArchitecture(OGSA)[8].

8 RelatedWork

The majority of the work in the areaof grid computing
hasbeenfor batchjobs. Recentprojectslike CrossGrid 6]
are working towardsextendingthe Grid infrastructurefor
interactve applications.However, they do not addresghe
possibility of aninteractive "session’to remotenodesand
hencedo not addresghe accesscontrol problemsas out-
linedin this paper

ThePunchproject[4, 16] hasalsoaddressefinegrained
accesgontrolin Grid ervironments.Our work is morefo-
cusedon graphicsand multimedia-richinteractive applica-
tions. Hencewe adopta comprehensie accessontroland
accountmanagemergystenfor suchervironmentsjnclud-
ing the enforcemenbf QoSguaranteesSudo[21] alsoal-
lows restrictedsuperuseprivilegesfor runningcommands.
However, unlike GISH, it doesnotprovide thefunctionality
of restrictedsuperuseshell. Henceit cannotprovide the
fine-grainaccessontrolwe needin a Grid ernvironment.

Our work on monitoring and managemenagentscan
leverageexisting work. For example,our GMMA agents
can be interfacedto systemslike Network WeatherSer
vice [24].

Theremotedisplaysolutionusedin ourimplementation
is VNC [18]. However, we canleverageothercommercial
productsthat go acrossfirewalls suchas[5, 11]. Our fire-
wall traversalis strictly for the purposeof providing access
to aremotecomputersdesktopto thecustomerAn orthog-
onalissueis connectinghe grid middlewvarerunningatthe
ASP site, or ary othersite behinda corporatefirewall, to a
grid siteatanacademidnstitution. A solutionfor this prob-
lemusingSSH-tunnelindhasbeendemonstrateéh [12].

Dynamic account managementhas been described
in [14, 1]. We use[13] as a starting point for our im-
plementation. However we differ from the prior work in
usingthe dynamicaccountasa componenbf our policy-
driven customizableayrid ervironment. The samedynamic
accountwill givedifferentaccessightsandQoSguarantees
dependingnthe userto whomit hasbeenassigned.

9 Conclusions

We have presented-GASR our Interactive Grid Archi-
tecturefor Application ServiceProviders. It consistsof a
Grid middlewarethatcanbeusedby the ASPfor provision-
ing computersRemotedisplaytechnologythatgoesacross
firewalls is anothercomponenof our architecture We also
needseveral techniquesor making the computersuitable
for usein a grid ervironment,namelycontrolledshelland
desktop,dynamic accounts,admissioncontrol, and mon-
itoring and managemenagents. Finally we presentour
affinity schedulingalgorithmthatfavorsa computerwhere



theuserhaspreviously hadaninteractive sessionThis min-
imizesthe amountof userdatathatmustbe migratedto the
assigneadtomputembeforeaninteractive sessiorbegins.
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Figure 3. Flowchart describing affinity

scheduling algorithm.
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