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Abstract— Aggregating low-speed WAN links into a face to create a communicati@hannelto a remote in-
higher-speed logical link promises to improve data-transfer verse multiplexing omggregationproxy, and optionally
rates to collaborating communities of wireless mobile multi- - ffers full or partial access to this channel to other com-
homed devices. Such bandwidth aggregation systems mUStmunity members. Each member volunteers to forward
adapt to link dynamics as the number of links and the chan- . : . )

packets received on its WAN link to receiver(s) on the

nel conditions vary with time due to mobility, power dissipa- . .
tion, and channel interference. A monitoring architecture LAN. The set of participating channels connecting the

that accurately measures the link dynamics and promptly COmmunity members to the proxy can be logically com-
feeds this information to the system is vital to realize sig- bined with an inverse multiplexing protocol to yield a
nificant bandwidth aggregation performance gains. In this higher-speediggregated channehan is available from
paper we present various architectural design alternatives gny one of the individual members. Hence, members us-
for such a monitoring system, and evaluate them using both ing the aggregated channel enjoy higher bandwidth —

anaIyS|§ and simulation. We show that a properly-dgagned and higher communication performance — than any one
monitoring system can accurately measure and quickly re- . ,
member could receive on one’s own.

spond to changes in communication link performance while
minimizing the control overhead. Striping data across multiple, parallel communication

channels is a conventional communications technique
used to improve system performance or reliability in
I. INTRODUCTION varied but relatively static settings [6, 30]. But due to
Users of wireless mobile computing devices seeking IRNd-device heterogeneity, mobility, and time-varying link
ternet connectivity in a public setting often face a choidE2nSmission characteristics, an aggregated wireless chan-
between convenience and performance. One might ! iS highly dynamic, and the challenge is to assemble,
cate, approach, and connect to a public wireless acc@ggn_lmster, and monitor its operation in a decentralized
point using a high-speed Local Area Network (LAN) sucfshion.
as IEEE 802.11x, or accept nearly ubiquitous but much!n an earlier paper [24] we presented the initial design,
slower access using a Wide Area Network (WAN) such g§mulation and implementation of a collaborative band-
a 2.5G or later-generation cellular network. width aggregation system that is both practical and read-
Although networks that provide high-speed accedy deployable. A key contribution of that work was to
to mobile users are currently under development (e.§how that significant performance gains can be realized by
EvDO, 4G cellular systems), they will not be widelyadapting shared WAN link use to the specific application
available soon. To meet this need today, we have pf@duirements of the flows sent over the aggregated chan-
posed an alternative, Comp|ementary solution to h|gﬂe| In one typical result we demonstrated that the packet
speed Internet access through collaborative resource sis rate of a CBR video stream on an aggregated channel
ing [24]. A group of multi-homed wireless, mobile com<could be reduced by1% by properly assigning packets to
puting and communication devices in close proximity dypreferred links. But achieving these performance gains re-
namically form communities interconnected through theftuires the aggregation system to be continuously aware of
compatible high-speed LAN interfaces; we call these d@e communication characteristics of the constituent links.
hoc groupsMobile Collaborating CommunitiegM C?), In this paper we show that both WAN link communica-
though we will refer to them simply aommunitiesEach tion performance as well as community membership dy-
community member independently uses its WAN interramics must be accurately monitored and efficiently com-



— = construction and maintenance, and standard protocol tun-
WAN Connection GRE TUNNEL - . . .
nels to facilitate both communication across shared links
and packet forwarding at mobile hosts.

The dedicated aggregation proxy performs inverse mul-
tiplexing at the application layer, intelligently striping
packets across available links to the community. Generic
Routing Encapsulation (GRE) [9] tunnels create channels
between the proxy and participatidgC? members, and
support packet forwarding. This approach requires no
modification to community members, as most operating
systems (Linux, FreeBSD, Windows, etc.) today have
built-in support for GRE tunnels. Each packet received by
municated to use an aggregated channel effectively. Wenember over the tunnel is automatically decapsulated
explore the tradeoffs encountered in properly designiagd forwarded via the wireless LAN to the destination
a decentralized monitoring system. Using a combinatitnost. Since the destination is oblivious to which member
of nsbased simulations [16] and theoretical analysis vierwarded the data packets, no additional data reassem-
present a decentralized monitoring architecture and probdy functionality is required at the receiver. Standard an-
cols designed to balance both system responsiveness mmancement and discovery protocols such as the Service
bandwidth efficiency. We also show how an inverse mul-ocation Protocol (SLP) [10] are relied upon for commu-
tiplexer should use measurements — possibly neither upty and aggregated channel formation and management.
to-date nor consistent — to make decisions about propdore details about these system implementation choices
channel use. and the performance of the prototype we constructed can

The rest of the paper is organized as follows. Sebe found in [24].
tions Il and Il explore the requirements and issues aSSOCi-Aggregating wireless bandwidths to mobile hosts has
ated with decentralized monitoring. Section IV intrOdUC%so been considered by other researchers [20] Cconnec-
a preferred monitoring architecture capable of meetifign sharing that enables use of a mobile device’s single,
our system goals, and Section V presents simulation fgte WAN connection by other mobile devices, is stud-
sults exploring how effectively our proposed architectuigd in [17]. The goal of the mobile grouped devices
balances the goals of responsiveness and bandwidth gf#OPED) project [4] is to make a user’s set of devices
ciency. An analysis of how an inverse multiplexing proxgppear as a single Internet-connected entity. The MOPED
should make decisions based on distributed, late arrivifglting architecture builds multipathlayer to encapsu-
and possibly inaccurate measurements is presented in $g@ packets between the home agent and user devices
tion VI. Section VIl describes how proxies that perfornpy ysing a new lightweight encapsulation protocol called
functions in addition to bandwidth aggregation can greatfijultipath routing encapsulatio@MRCAP). High-speed
improve the efficacy of aggregated channels, both wifhternet connectivity is achieved by adapting the MobilelP

and without the help of traffic sources and receivers. OHpme agent to support aggregation of multiple links at the
conclusions are drawn in the final section. network and transport layers.

Fig. 1. A bandwidth aggregation service architecture.

Adaptive inverse multiplexing for CDPD wireless net-
works is examined in [25]. In this scheme packets are
split into fragments of size proportional to the observed
A. Background throughput of component links. Here the goal is to cre-

Prior to discussing the requirements and design goalsadé variable fragments sizes such that each fragment can
a monitoring architecture we briefly review the design artuk transmitted in roughly the same amount of time. The
operation of a bandwidth aggregation system. Figurefrhgment size of each link is dynamically adjusted in pro-
shows a system that can be readily deployed by a npbrtion to the link's measured throughput. The bandwidth
work access provider, wireless telecommunication servioEmobile users with multiple interfaces is aggregated at
provider, or a content distribution network operator. Thiae transport layer in pTCP (parallel TCP) [11]. pTCP is
specific implementation we have proposed has three pranwrapper that interacts with a modified TCP called TCP-
cipal components: a dedicated appliance providing agguértual (TCP-v). A TCP-v connection is established for
gation proxy services, a standard LAN-based announ@ach interface, and pTCP manages send buffers across the
ment and discovery protocol for mobile host communityCP-v pipes. Striping is performed by pTCP and is based

II. MONITORING REQUIREMENTS ANDDESIGN
GOALS



on the congestion window size of each TCP-v connectiorm Community membershimumber of available WAN
When congestion occurs on a certain pipe, pTCP performshannels, participation time in system

dgta reallocation to another pipe with a larger congestiog Forwarding capability delay, jitter, available process-
window. mg power

The ~ Stream  Control  Transmission  ProtocQbeyong a channel's communication parameters, certain
(SCTP) [27] also provides reliable service betweefssqgiated information might also be maintained — but
multi-homed devices. Though in its current form SCTRot necessarily measured — by the monitoring system.
only uses multiple links for redundancy, it can be easilyhis might include the ‘cost’ of a channel, or its expected
extended to support striping and load sharing. departure time.

Though each of the above systems take a different apthoygh we anticipate that a community member will
proach to tapping other users’ communication resourcgs capable of explicitly announcing its pending departure
they share a common need to perform channel monitorifighm the community) to other members, one of the most
to use shared resources efficiently. Our objective is to Qgficylt challenges our monitoring system faces is rapidly
sign a channel monitoring architecture that could be Usagtecting sudden anghannouncedeaves. We envision
in a variety of settings, including with the above systems,.| AN-based monitoring agent capable of tracking mem-

bership, including announced leaves and new members’
joins. Such an agent would likely rely on an existing ser-
vice discovery protocol, and a new member joining the
An aggregation proxy is responsible for assigning inv/ 2 would register its identity and present available re-
coming traffic flows to available WAN channels. We refesource information. Such a system would likely have to be
to this function as flow mapping or channel control. Aypplemented with an active mechanism to detect leaves.
proxy might also be able to modify the incoming flowg-or example, the monitoring agent can periodically issue
themselves (i.e., source ContrOI). The goal of monitorir&j echo request message (emng or he”o) to active
communication dynamics is to provide a proxy’s channglembers and await a reply back. The question of how of-
and traffic controllers with prompt and accurate informaen the monitoring agent should probe the members arises
tion on the condition and number of WAN channels avai'mmediate|y. C|ear|y, there is a tradeoff between the prob-
able between the proxy and the community. Only with thisg overhead and the freshness of membership informa-
information can a proxy perform intelligent channel anflon. while we cannot afford to have excessive control
source control in the face of rapid changes to the commmessage overhead in membership maintenance, we will
nication channels. As we will explore in Section VI, Ongypically assume that LAN bandwidth is a relatively plen-
of the challenges for the flow mapper is how to use thgyl resource.
measurement data it receives intelligently. For instance,1g jllustrate the importance of low latency in reporting
frequently remapping flows to channels based on transiggAN channel status to the aggregation proxy in improv-
(fluctuating) channel quality measurements would not irmg the performance of an aggregated channel, we simu-
prove overall system performance. lated an aggregation system with three community mem-
We anticipate that both the availability and the quabers. Each member offered a WAN channel with 20 kb/s
ity of communication channels between a proxy and §andwidth. Each channel has a time-varying packet loss
MC? to vary with time. Community membership will rate (unknown to the proxy) that cycles as follows: a loss
change as mobile hosts join and leave the communiggte of 1% for 50 seconds, followed by a loss rate of 5%
due to either end-system failures (e.g., power exhausti@g) 50 seconds, and then a loss rate of 10% for 50 seconds.
or simply moving out-of-range of LAN communicationsThe cycle is repeated multiple times during the lifetime of
Wireless WAN channel quality may change often and ufhe session. The changes in loss rates across the three
predictably because of fading, interference, and locatiofhks are synchronized such that at any instant there is ex-
dependent coverage gaps. Delay and delay jitter Wilttly one channel that has error rate of 1%, one channel
change as the heterogeneous, CPU-limited devices f@fth 5% and one channel with 10%. Thus, the total error
warding packets between WAN and LAN interfaces aigte is the same throughout the experiment.
subject to time-varying computing workloads. Hence, the pon application-aware aggregation proxy [24] seeks to
parameters we expect our monitoring system to measyigp hierarchically layer-coded [15] video to these three
include: available channels. The simulated layered video consists
e Link quality. raw and available bandwidth, delay, jit-of base layer (layer 0) and two enhancement layers (lay-
ter, packet loss rate, signal strength ers 1 and 2). Each layer is modeled as a 20 kb/s CBR

B. Challenges of Monitoring Systems



tinue to perform well. For instance, in the above example
even substantial errors in measuring link reliability would
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R S— maintain the the optimal channel ordering from most to
° e T least reliable.
ol R . In summary, our design goals for the overall monitoring
system are:

e accurate measurement of link quality,

e low latency in reporting changes in link quality and
community membership,

S — ¢ |low control message overhead,
0 5 10 15 20 25 30 35 40 45

Feedback Delay (sec) e no or little software modification to the community
members,

e minimal member performance degradation due to

stream. Using the channel loss rate as the reliability met'community participation,

ric, the aggregation proxy maps each layer onto one of the lable desi tipl .
three channels, ideally with higher layers assigned to in®, >¢@ ad Ie esign to support mg t'pﬁ aggregation prox-
creasingly less reliable channels; we referred to this flow!€S andlarge comm.unlty membersnips, _
assignment as tHeayer Priority Striping(LPS) algorithm  ® scalable aggregation proxy capable of supporting a
in [24]. Figure 2 shows the packet loss rate of each layedarge number of communities simultaneously, and
when the reporting latency (i.e., feedback delay) is vare robustness to failures of members and their channels.
ied. The feedback delay is defined as the time difference

between.the instant when the ghannel error rate changes I1l. DESIGN CHOICES

and the time when the aggregation proxy remaps the roWSThe design of a monitoring system forces us to face a

onto the channels based on the newly-available informa- . . . .
. variety of issues, including:

tion. As expected, the feedback delay decreases aggre—A hitect t which locati in th ; hould
gated channel performance; the base layer is not tran®-/\renitecture at which focations in the system shou

mitted over the most reliable channel during the feedbaclé“b?mto”n% b.e perf%r.:nef[j. How f)? W]? deS|gr;.a sl;:atlh
delay period following each loss rate transition event. In able monttoring architecture capable of supporting bo

. oo : e )
fact, when the feedback latency is larger than 18 secondsl,arge community sizes and multiple proxies? What pro
cols should be used to feed the monitored information

the loss rate of the base layer exceeds that of enhancemehq .
layer 1. ack to the aggregation proxy?

proportional to the feedback deldyLet the duration ofa  tion performance and community membership dynam-
session beV x T' seconds where the link loss rate changesicS be measured? Should measurement rely on active
every T seconds. LetP(i, 7, k) be the packet loss rate ©OF passive techniques, or both? How do we minimize
of the channel during periok to which layeri has been  the burden of measurement placed on community mem-
assigned in periog. Then, layeri’s packet loss rate can bers?
be written as e Configuration how do we dynamically set design pa-
rameters (e.g., proxy update interval, measurement in-
tervals, active membership probing intervals) particu-
_ 5351 Pi,g.5) * (T = 0) + P(i,j — 1,5) * 5_ larly as the community sizpepand t?affic chan)gzs? At
N T what point should an aggregation proxy use measure-
In the above example we assumed that the aggregatioment data it receives to decide to remap flows to avail-
proxy receiveccorrect measurements late. But measure- able channels?
ment errors can also cause suboptimal mappings of appthi-the rest of this section we investigate design choices
cation subflows to WAN channels. Hence, it is importamelated to the above questions and discuss their strengths
for a monitoring system to report accurately the measuradd weaknesses. This investigation will lead us to present
channel conditions, and a tension exists between takiagnonitoring architecture in Section IV which balances
the time required for accurate measurements and kedpe many tradeoffs we must make.
ing reporting latency short. In certain situations the sys- The first and most important architectural issue we face
tem will exhibittoleranceto measurement errors and conis identifying the location of measurement points in the

Packet Loss Rate (%)

Fig. 2. The effect of reporting latency on aggregation performance.
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system. Amonitoring agenwill perform measurements This bottleneck problem can be solved by either repli-

at each of these points, and exchange information betwasting the monitoring agent or making every member the
themselves and the aggregation proxy. These agents manitoring agent, i.e., distributed monitoring. Distributed

reside on one or more community members (i.e., mobiteonitoring works as follows. Each member broadcasts its
hosts), at the aggregation proxy, or both; we will excludghannel characteristics and associated information (e.g.,
from our discussion the possibility that any type of dedecommunication costs and its energy balance) either peri-
cated equipment be required for monitoring, as that woubdlically, upon detection of an event, or when a threshold

preclude spontaneous formation of &RC?2. is exceeded. Each broadcast is timestamped. Upon re-
ceiving such a broadcast all the other members update the
A. Community Member-based Monitoring corresponding entry of their copy of the community com-

{‘nunication status database. The aggregation proxy can

An agent may be located at one or more communi(}{)t .  the datab in either of t First
members to monitor WAN channel condition and mem[ﬁeal?oa Cocpgnore eesiz sje mo?thi?ati%ﬁffémfﬁ
bership dynamics. Let us consider how such a system proxy qu Py y

would operate. An arriving host seeking to participat%Ommunlty member. Requests can be sent to a randomly-

. . L . selected member, or a member identified by inspection
in a pre-existing community discovers the community us-f the most recent datab the proxv has received. For
ing a service discovery protocol (e.g., SLP) and registe?s N | ost recen a_ah?sbe d.e ptodyt as ecebe ' 'tho
with the monitoring agent(s). A member seeking to leavt arrllp ed ant.chl;'ry rqlgbl € directed fo a mem .Sr V‘;'
the community (i.e., an announced departure) broadcadtar'c advertised avarable processing power, residual en-
ergy, or network bandwidth. A proxy might issue such

a departure notice to the community, and is deregistered’”’ ™. - .
an inquiry periodically, or be driven by an event such as

by the monitoring agent(s). An active mechanism is user(]JI need to rem hannels for a newlv-arriving flow. Th
by monitoring agents to detect unannounced departur sef cedtoremap channeis for a newly-a g flow. The
econd way that a proxy can obtain the database is sim-

an agent periodically probes the existence/condition oftﬁ}a b - dat t periodicall h
community members. In such a case, the probing periocplg y receving an update report periodically or when a

an important design parameter and must be determinedrgomtormg agent observes a significant local event (e.qg.,

making a tradeoff between the probing overhead and t%%%den channel failure).

. : . . Such a decentralized monitoring system is very attrac-

accuracy of the monitored information. On a high-speed ) . o
. . tive because it clearly improves overall system reliabil-
LAN (e.g., IEEE 802.11x) the messaging overhead is n.ct) 4 eliminat tential bandwidth bott K Not
a significant issue, but the processing load and power cgpf-2nd eliminates a potential bancwl ottieneck. Note

. . . ._that each member’s database need not be a perfect repre-
sumption the agent imposes on a community member is an

important issue. This is a particular concern if relativelsentatlon of current system state. Making each member

. - . X monitoring agent provides the best overall visibility of
few of the community members are providing monitor- "~
onditions of every channel.

ing services, such as when a single member is appoinged
or elected as the sole monitoring agent. The fact that a
member serving as a monitoring agent consumes mé&te Proxy-based Monitoring
power and processing than a regular member suggests th#n alternative measurement architecture places a single
it is beneficial to have the agent’s role rotated or sharewbnitoring agent at the location where the WAN channels
among members. This also argues for power and procetssminate and the channel allocation is done. Depend-
ing availability at each node to be included in those paig on the link technology, a proxy may be able to detect
rameters that are measured and maintained by monitorargindication of a WAN channel failure rapidly. In other
agents. cases a proxy-based monitor might be able to infer failures
The above sketch of system operation serves to highver longer time periods. For example, a proxy observing
light several of the advantages of deploying monitoring long duration flow using a transport protocol with end-
agents at a community member. A community memb#&-end feedback (e.g., TCP) might conclude that a failure
can quickly and easily track membership changes. Bu&s occurred if traffic associated with that flow trickles to
while a member can assess the quality of its own WAl halt. Here a proxy is using TCP as an implicit monitor
channel to the proxy, it has very limited visibility of theof channel characteristics. Observing multiple coincident
characteristics of other WAN channels. Moreover, a pr@-CP rate decreases across multiple flows sharing a single
tocol must be established for identifying the members tthannel would be a stronger indication of a failure.
serve as agents. Clearly, relying on a single (or even a few)A proxy-based monitoring system has the great advan-
monitor(s) can result in both a performance and reliabilitage of simplicity; monitoring agents do not have to be
bottleneck. deployed at members, no coordination is required, and no



protocols need be defined. But the proxy’s single vajeins a well-known multicast groug/,, for exchanging
tage point provides low visibility to overall system statecommunity status information. Each monitoring agent
Indeed, when a channel failui®detected a proxy is un- broadcasts Bcal report R; addressed t6&,,, on the LAN.

likely to know the cause, or other related effects. Each local report contains information about the current
state of the member and its offered WAN link(s). An il-
C. Hybrid Proxy- and Member-based Monitoring lustrative format of a local report is shown below:

It is clear that a combination of proxy- and membestruct member_state { _
based monitoring can be used to capture the most informa- unsigned int  member_id;

tion about the current state of the system. As we demon- ggﬂg:z gﬁﬁe{ggg_"we“
strated in Figure 2, providing the proxy with the most / One or more of the
complete and up-to-date measurements improve chan- link_state records */
nel allocation decisions and overall system performance. struct link_state {
However, as the amount of measurement information that 322:3223 :2: :m—gémp;
a proxy receives increases, the proxy is faced with ever double bandwidth estimate:
more complicated decisions about how to allocate chan- double loss_estimate;
nels. Section VI illustrates this complexity by providing ggug:g :‘;f);\;\_/ir:ing_delay;
: : ) . . u ifetime:
an analysis of a proxy facing a simple binary decision. double signal_strength:

D. Measurement Techniques }

Though our monitoring system relies on the ability to Thettl of the local reports is set to 1 to restrict its scope
measure channel characteristics, our focus is to identitythe LAN. Upon receiving a local report from member
appropriate existing measurement techniques, not invent, each member updates the information about member
them. There are numerous approaches that measure Rdn its locally-maintained community status database.
estimate link bandwidth and delay in the Internet [21]n steady-state each member has up-to-date information
Active probing schemes typically uggthchar [18] about all community members. Each member issues a
to obtain link information [8]. The RTT of each hop issingle packet containing the local report once every lo-
measured for variable packet sizes to calculate link bargh reporting interval;. Though local report traffic grows
width [14]. Packet pairing [2, 7,13, 19] is another populdinearly with the number of community members, this is
technique for estimating link bandwidth. In this schemeot a concern for the following reasons. First, LAN band-
end-to-end path capacity is obtained from the dispersiadth is plentiful, and report sizes are smalMessaging
between two packets of the same size transmitted one @ferhead will be limited, and actions described below will
ter the other. A centralized approach for measuring barteelp avoid redundant information exchange.
width and delay using tools such as SNMP [5] and IP The collective information about the community mem-
probes is proposed in [3]. bers is sent to the inverse multiplexing proxypiroxy re-

Passive measurement schemes such as SPAND [26p@éts 12,. The community reports its current state to the
not use any probing messages and instead rely on obs@iféxy once every proxy reporting intervg). Instead of
ing traffic generated by the applications. In wireless nedtecting a particular member to send proxy reports, ev-
works radio signal-to-noise ratio (SNR) can be used &y member shares the responsibility. Each member sets a
estimate hop-by-hop wireless link bandwidth [31]. SNBuppression timer for duration &f + J, wheres is a uni-
information can often be provided by a wireless netwofigrm random variable of0, Sy]. Upon expiration of its
interface card (e.g., IEEE 802.11x card). A network sesuppression timer, member; sendsR,, to the proxy via
vice architecture that collects wireless channel conditions local WAN link, and also multicasts the same report to
and provides them to the applications is proposed in [12§he community on grouf,,,. Upon receipt of the multi-

cast proxy report the members other thancancel their
IV. MONITORING SYSTEM FORM C? suppression timers and report transmissions. At the same

We now describe a distributed monitoring architectufdMe: each mem?er resche_dules timers to Se”‘?‘ a proxy re-
designed to meet the numerous system requirements BRE fOr the nextinterval. Sinca,, has the latest informa-
goals introduced earlier. The proposed architecture 48" about all the members, newly arriving members that

decentralized; every community member participates inreport sizes can be even smaller when schemes such as delta en-
monitoring. Each member has a monitoring agent whiehding [32] are used.
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Fig. 3. The number of proxy reports issued per member per reportifig. 4. The effect of reporting intervd), on feedback latency.
interval I,,, and the average number of reports received by the proxy
per reporting interval,. V. SIMULATION EXPERIMENTS

To explore the challenging problems associated with

. : . : monitoring system configuration we turned to as-2
have incomplete information about the community obta@ g sy 9

complete system information quickly. Maintaining a dis-aSed simulation [16]. To begin we set the value of both
P y q Y- g r%gorting intervald; andI, to 1 second. Figure 3 shows

tributed database is also advantageous for other reasQns. | mber of reports sent to the proxy in each proxy

Decentralization alleviates the potential problem Ofacopéporting intervall,. As desired, the number of reports

trol traffic bottleneck by spreading the traffic over multli2Ier reporting interval stays close to 1 even as the number

ple WAN links. Sharing responsibilities does not put a . ; .
. of community members increases. The suppression algo-
undue burden on any one node, provides fault-toleran

N ) : ) NGl is only slightly less effective in preventing multiple
and system reliability remains high even in a challengin y SIgnty. preventing P
ports per interval in large communities (i.e., occasion-

high turnoyer enwronment where members are am.vmglly 2 reports are sent in one interval). If necessary, the
and departing at very high rates. séft-stateapproach is . .
number of instances of multiple reports can be reduced

used for maintaining member information in the monitot:-

ing databases. If the state is not periodically refreshecILljtrther by increasing the value for p.arame&[ Wh".:h
c%nrols the spread of the suppression timers. Figure 3

is purged from the database. This approach also serveg (€ plots the average number of proxy reports per inter-

Eilljéai;he database of records of members who depa@g sent by each membeRY{,/I,, per member) with error

bars showing the maximum and minimum. As the com-

The system designer should configure the monitorifgUnity size increases the number of reports sent by each
system to achieve high system responsiveness while lif{émber declines as the reporting task is distributed across
iting report traffic. Note that the maximum time betweefl!l Community members. Note that the variability of the
a state change and the proxy’s knowledge of it is bound€kPO'ts issued from member to member is very little; the
by I,+I,+S,. Increasing the reporting intervalsandz, "€Porting task is fairly equally split between all the mem-
reduces both messaging traffic and responsiveness. Plkbeﬂ-s'
erly configuring these timers is challenging, as the optimal Though in our simulations all the members participated
values depend upon community membership dynamié‘é]ua”y in the reporting process, in practice members will
the time-varying communication characteristics of waNave differing capabilities (e.g., remaining battery life,

links, and the requirements and dynamics of the flows s&@mpute power), so the system should permit different
over the aggregated channel. levels of participation by different members. Only mem-

bers with sufficient memory and WAN bandwidth need

Where possible we opted to use passive methods forcollect the information from the other members and
measuring channel characteristics. For example, it is reftare the load of informing the proxy. Biased suppres-
sonable to assume that each member has access tosi®il timers are one means of achieving this type of load
monitors physical layer information such as the SNR of itglancing; more capable members can simply set shorter
wireless links. In some cases this information can also beppression timers (smaller value%y).
used to estimate link quality parameters such as loss rat&Ve also studied how the feedback latency varies with
and bandwidth that are advertised in the local reports. different settings of the reporting interva}. For this



study, we generated a sequenceé@f events, each repre-wireless devices to exhibit time-varying packet loss be-
senting a change in the link state (such as bandwidth amalior. This variability can easily lead to frequent, and
loss rate) of a particular member. A member was chospassibly unnecessary, changes in a proxy’s hypothesized
randomly from a 10-member community for each eventrdering of links by reliability. Indeed, a poorly-designed
A change event occurs evety second period at a ran-allocation algorithm might cause a proxy to hypothesize
dom time picked from a uniform distribution df, 10]. a different ordering in nearly every measurement interval.
The average feedback latency for this sequenc&06f We will next show how common this problem is — even
events is shown in Figure 4 with the error bars showirfgr links with stationary loss processes and relatively lit-
the maximum and the minimum. As expected, the atle variability. We will then introduce approaches to the
erage feedback latency increased amcreases. We alsodesign of a proxy’s decision algorithm to avoid such un-
observe that the maximum feedback latency is boundeddbgsired oscillations.
the reporting interval,,. Although the feedback latency is Suppose that for each @/ links L; : ¢ = 1,2,..., M
low for small values off,,, the amount of reporting traffic we measure the packet loss rate during consecutive, non-
is large. This tradeoff between reporting overhead and @¢erlapping intervals of duratiof’ seconds and model
porting latency can have a significant effect on overall sysach link's loss rate as a sequence of continuous-valued
tem performance because the WAN bandwidth betwesmdom variablese;(t), i.e., x;(t),zi(t + T),zi(t +
the agent and the proxy is relatively scarce, and the cha&f?), .... As an illustration we will assume that that the
nel carries both data and control traffic. The reporting ifess rate on each link is independent from interval to in-
terval can be increased without greatly affecting the feetdrval and is time-homogeneous, i-e;(t) = x;.
back latency by generating reports that are triggered bySuppose that in each measurement interval we order the
a significant event, e.g., a member departure, a measuiekis according to theimeasuredoss rate (in that interval
channel characteristic exceeding a certain threshold. only) from the least reliable to the most reliable. What is
the likelihood that we will see a different ordering from
VI. DESIGN AND ANALYSIS OF one interval to the next? If the joint probability density

the packet loss in each interval is known then we can write

The aggregation proxy receives reports fro . e :
community-based monitoring agents and must dq(b-e probability of any specific ordering, e.g.,

cide on a preferred assignment of arriving packets to

available links. Such an assignment might, for examplgy.(;, > 2, ... > z),] = )
rely on an ordering of links according to measurements =~ ; - _—

of reliability (i.e., packet loss), delay, or throughput. In / / / fz(x1, - ,xpar)dey - - dxpy.
this section we consider the proper design of the proxy’s “#1=0/z2=0  Jzx=0

decision algorithm. In general, we seek an algorithif general, of course, we do not know the joint probabil-
capable of responding rapidly to changes in link comy density f. However in some cases it is reasonable to
munication performance, while avoiding the potentiallgssume that the losses will be independent from link to
costly overhead associated with unnecessarily frequéifk, such as when the communication links are provided
reassignments. by different operators, of if the physical link technologies

Some care must be taken in designing an algorithm thgk dissimilar. We could then write the joint density as
uses link measurements. Measurement accuracy can be

heavily dependent on the underlying measurement tech- M
niques themselves. The system we seek must be capable fz(@1, @9, o0) = H foi (). )
of responding effectively to both relatively slowly-varying =1

link communication performance characteristics, as wélgt's begin with what might be a common, albeit worst
as sudden, unexpected link failures. In general, while béase. Suppose that each link’s loss rate is well modeled by
ter measurement accuracy can be achieved by both longétniform random variable ofi, h) with 0 <1 < h <1
measurements intervals and sophisticated measurenf¥nt
techniques, the former can reduce overall system respon- 1 ; L
siveness and the latter can increase overall system costs of  f, (z) = f,(z) = { g feEs (4)
overhead. ’ 0 elsewhere.

Suppose we use measurements of WAN packet lossTdmt is, each link’s loss rate is independent and identically
an example; we expect communication links to mobildjstributed; no link is more reliable than any other. If we



proxy’s decision algorithm. As a simple illustration, sup-

0045 pose we have a system with two links which our proxy
0.04 | ] seeks to order according to their measured reliability,
0.035 [ 1 while limiting potentially frequent and costly switching
0.08 ] between the two links. Let; € {0,1} correspond to the
0025 ] link measuredas most reliable in time interva) and let

002 statel; € {0,1} correspond to the link the proxy’s deci-

sion algorithm has selected as the most reliable at time

(based on measurements in both the current and past in-

o tervals). Suppose the proxy selects the most reliable link

0 5 1015 20 Difta 30 35 40 45 50 by using the measurements it has received in each of the
last N measurement intervals as follows:

Fig. 5. The probability that link ordering changes from one measure- . . . . .
mgnt imervalpto the ne{(t as the smﬁinciasesg o [|f in state0 a proxy will decide to switch to stateif

substitute Egs. 4 and 3 into Eq. 2 and integrate we can_N_ D of the lastV measurements indicate that state

find the probability that the link measurements indicate is more reliable.
anyarbitrary ordering by loss rate is simply o Ifin state1 a proxy will decide to switch to stateif
N — D of the lastN measurements indicate that state

(5) is more reliable.

0.015
0.01
0.005
0

1.0 - P[Xq > X5 > X3 > Xy]

Prizy > xo,...> x| = ik

which, as we expect, equals the multiplicative inverse of The consta_mD, 0<D<N,Isa pa_rameter whose
the number of permutations af links. value determines the thresholds at which the proxy de-

This simple result tells us that for a system with as fe\(ﬁdes to switch the link it sees as most reliable. We can

asM = 4 links with statistically identical loss characterM0del the two link system as shown in Figure 6, where

istics the probability id — % (i.e., greater thaA5%) that §ta_te{k:, [} |nd|_cates that: of the_ lastv measurements.
from one interval to the next the measurements will ind!i'—"d'c""ted that linkl was most reliable, and the system is

cate a different ordering of link reliability. Note that thig" statel (i.e., the proxy has decided t_hgt ligiks more re-

is the case independent of the variability of measuremeH?sble)' We may write the stgt_e trans@o_n probabilities as
on the links. Clearly we seek to avoid designing a systefmlows' _SUppose the_probab!llty that links mez_a§ured as
that reallocates links in nearly every measurement int@post reliable in each mtervqlps Then_thetransmon from
val, and indeed, in this case the system would be doiﬁbate{k’ [} to{k+1,1} requires that link was measured

so by switching between links which would yield no Iong?‘S most reliable in th? currgnt |nt(Tr\aiidthat '”?‘?0 was
term advantage. measured as most reliabMintervals ago, conditioned on

The difficulty in correctly identifying the most reliablethe event that link was identified as most reliable inof

links occurs even when the link loss rates are dissinil€/V — 1 intervening intervals. We write this probability

lar; even when a clear ordering of reliability is knownS

measurements can frequently indicate a different order-
ing. For example, suppose that we have a system of four

links that are known to have independent uniform den- a(k) 2 Pri{k+ 1,1} |{k,}] (6)
sities f,(z), fo(x + A), fo(x + 2A), fo(x + 3A), each N=1\, k(] _ p\N—k—1

. ) _ ( k )P ( )
density successively translated by a constant amadunt = P 1 v (1-p) ()
That is, the average loss rate of links A higher than (k)P —p)
link ¢ — 1. Though the reliability ordering of the four links = p(l— E) k=0,1,---,N (8)
is clear, it is still the case that our measurements will fre- N

quently steer us wrong. Substituting these densities into
Eg. 2 and evaluating can tell us the probability that we The equations for the remaining transition probabilities
fail to guess the correct ordering in each measurement #€ found similarly, and are as follows:
terval. Figure 5 shows how frequently we guess wrong as
we increase the value of the shift
One means of avoiding oscillation in a measurement-  p(k) Pri{k —1,1}|{k,1}] (9)
based channel allocation system is to introduce both mem-
ory of previous measurements as well as hysteresis in the = (1-p»(5) *k=01L--,N (10)

=



TABLE |

WITH p = 0.5.

p[0,0]=0.000977
p[1,0]=0.009766
p[2,0]=0.043945
p[3,0]1=0.117187
p[4,0]=0.143555
p[5,0]=0.123047
p[6,0]=0.061523

p[4,1]=0.061523
p[5,1]=0.123047
p[6,1]=0.143555
p[7,1]=0.117188
p[8,1]=0.043945
p[9,1]=0.009766
p[10,1]=0.000977
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STATE PROBABILITIES FOR THE TWO STATE SYSTEM OFFIGURE 6

that a proxy is aware of each flow’s application require-
ments link assignments can be made that maximize the
utility of those assignments. For example, a proxy might
assign the base layer of a layered video stream to a reli-
able channel, and the enhancement layer to a less reliable
channel.

In this section we consider how a proxy can optimize
channel selection foadaptableflows. Adaptable flows
Fig. 6. A chain modeling a two link (state) system with= 10 and have traffic characteristics (e.g., bandwidth) that a proxy

D=3 can either directly modify or cause the traffic source to
modify. Given an adaptable flow, a proxy can not only

A select WAN links most appropriate for the flow, but also

c(k) = Prl{k,i}[{k,1j] (11 modify the flow to more closely match the characteris-

= (1-p)(1- ﬁ) +p(ﬁ) (12) tics of those available links. Multiple description video is
N N one example of such traffic; a proxy can choose to match

Figure 6 depicts the model of a system with a memoF)€ stream to limited available bandwidth by dropping as
of N = 10 previous measurement intervals abd= 3. Many components as necessary. Done properly, a receiver
Table | shows the steady-state probabilities for this systéil perceive higher quality of service if the bandwidth
for the case where it is equally likely that measuremerifsreduced to the available channel capacity. Discarding
reveal one link as more reliable than the other in each e forward error correction (FEC) information associated

terval. The two state system changes state every with a stream is a second example of an ‘end-system-
blind’ traffic adaptation that a proxy can perform without

the cooperation of either the traffic source or receiver.

In general, however, the number of such blind adapta-
tions that an aggregation proxy can enforce is rather lim-
measurement intervals. For the case of the system wittbd. But a more intelligent proxy — one that provides in-
N =10, D = 3, andp = 0.5, this average period equalgegrated traffic management services in addition to chan-
20.317 measurement intervals, indicating far less frequenel aggregation — can potentially do more. An intelligent
switching than if the decision algorithm did not employnultifunctionproxy can communicate WAN channel in-
both memory and hysteresis. For a given measuremémmation back to a source capable of adapting its traf-
reporting periodl’, the algorithm designer can set valuec. At the transport level, this information could sim-
of the measurement memory capadifyand the transition ply be a congestion notification (e.g., an ICMP source
thresholdD and use Eq. 13 to balance system responsivgsench). This type of feedback could be particularly valu-
ness with an acceptable switching frequency. able in cases where the proxy has received information
from WAN endpoints of gpendingevent, such as the an-
ticipated departure of a community member (and its asso-
ciated WAN channel).

More sophisticated multifunction proxies can also be

Up to this point we have focused attention on hownvisioned, such as one that could perform both channel
an aggregation proxy uses feedback about WAN chanmgjgregation and RTSP [23] proxy services. For a media-
characteristics to perform channel selection. To the extemt-demand session, such a proxy could issue RTSP com-

a(N—D—-1)-p[N—D—1,0]+b(D+1)-p[D+1,1] (13)

VIl. OPTIMIZING PERFORMANCE USINGJOINT
CHANNEL AND TRAFFIC CONTROL
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mands to renegotiate transport parameters for a sessioaggregation fails to be captured to augment the quality of
progress. In other examples, a multifunction proxy couldedia delivered to receivers.

transcode a video stream to match channel bandwidth [1],\Nhy do media servers opt not to increase rate when ad-
or supplement a media stream with an associated FBfGonal bandwidth capacity becomes available? The first
stream specifically fashioned to overcome the WAN linkeason is that they are typically unaware of the available
packet loss characteristics known to the proxy. bandwidth. That is, without taking additional action to ei-

For most data traffic, TCP’s end-to-end congestion cotirer measure or capture available bandwidth, they receive
trol mechanism is adequate for adapting sources to aggne-explicit indication of bandwidth availability. A sec-
gated channels. But the mismatch between separately oled reason is the recognition by application developers
signed adaptable traffic sources and aggregated chaniteds frequent changes to media quality level — even for the
can be best demonstrated by examining the behaviorbaftter — are perceived as disruptive by viewers and listen-
streaming media over TCP. The overwhelming amount efs. A third reason is that it is not obvious when and how
media traffic streamed today on the public Internet is seot best re-establish the higher rate. An application can
over TCP — or more specifically HTTP. We next explorattempt to either actively probe for available bandwidth
why this adaptable traffic class often performs poorly giperhaps out-of-band using ‘dummy data’) or blindly at-
aggregated channels, and suggest that a multifunction tgmpt to grab available bandwidth by just beginning to
gregation proxy can serve as a remedy. send data at the desired higher rate.

Stored audio and video available on-demand from aBut because of the typically large separation in encod-
media server is frequently encoded at multiple bit-ratesitog rates, simply sending data at the higher rate will result
support rate adaptation for transmission over either can-packet loss if insufficient bandwidth is available to sup-
gested or low bandwidth links. For example, Real Neport that higher rate. Such packet loss can adversely affect
work’s Surestream technology [22] supports multiple biguality as it causes TCP’s reduction of the congestion win-
rate encoding and midstream rate adaptation in the fadmv that results in playout buffer starvation and playout
of network congestion. However, the number of permigpauses. The unfortunate result can be that the attempt to
sible rates is typically few, and the granularity of rate agcquire more bandwidth can result in service disruption at
justments is often large; we refer to this @sarse-grain the client, who might have realized better quality had the
rate control As an example, music might be encoded amedia server merely stayed put at the lower bandwidth.
MPEG-2 layer Il audio at the set of rates of 128, 96 and How can a multifunction proxy help with efficient
64 kb/s. A media server will typically begin transmittingcoarse grain rate increases by a media server? Let’s as-
a stream at the highest available rate, and reduce the igme that the aggregated channel represents the band-
until the detected frequency of packet loss indicated kydth bottleneck in the end-to-end connection. A mul-
receiver feedback is acceptably small. tifunction proxy can receive measurements from the mon-

Sharing network resources with data applications emering system and inform the media source when addi-
courages media applications to use either TCP-friendignal bandwidth becomes available. The traffic source
rate control mechanisms [28,29], or TCP itself. But TCPiwould respond to the receipt of this information by choos-
aggressive probing for available bandwidth is poorliyng to switch to a higher rate transmission. The advantage
suited to a multi-rate source’s ability to make only largaf such an approach is that a media source would risk in-
discrete rate adjustments. Further, a media application lcasasing its rate only at those times when it is highly likely
no effective means of communicating its bandwidth neettsat it will be able to reach and sustain a higher rate. An
to TCP, while the transport layer provides little help to thadditional benefit of this approach is that the multifunc-
application seeking a large rate increase. In fact, an &bn proxy can implement a sharing policy to divide avail-
tempt to increase rate in the face of insufficient availab&ble bandwidth between multiple streams. For example,
bandwidth can result in lower perceived service quality proxy might inform lower rate media sources of avail-
than no attempt at all. able bandwidth prior to higher rate sources in an attempt

Media servers can and do switch between componetfisshare bandwidth fairly.
of multiple bit-rate encoded content in response to the re-While the above example illustrates how a multifunc-
ception feedback received from the client. But our exion proxy can potentially improve end-to-end perfor-
perience with media servers suggests that while they afance by jointly controlling channel selection and the car-
fectively reduce rates in the face of congestion, few ifed traffic, the ability to achieve these performance gains
any increase rate upon the return of sufficient bandwidtiests heavily on our ability to craft an accurate and robust
Hence, bandwidth added in mid-session via WAN channeik monitoring system.



We have designed and evaluated the performance qﬁ@}

VIII. CONCLUSION [9]

decentralized channel monitoring system to support wire-
less bandwidth aggregation. An architecture that fairl§1]
distributes the burden of monitoring among community

members can be made highly robust and responsive while
limiting control message overhead. The monitoring archir)
tecture we have proposed in this paper is independent of
the specific implementation of link aggregation, and can

be used to support other aggregation and channel shal[ﬁ%é
systems [4,17, 25].

(14]

Aggregating low-speed links to form a higher-speed
logical link appears deceptively simple in principle. But
as the communication characteristics of the underlyir[ajg'ﬂ
links grow increasingly erratic — as is the case in the

challenging mobile setting we consider — potential peft6] ns-2 the network simulator. [Online]. Available:

formance improvements can vanish quickly.

Perhaps the simplest demonstration of this is the cd$4
of dividing a TCP flow across two links. Suppose that one
link is extremely reliable, but the second rapidly fluctuatesgg)
between functioning and failing. Then, lower throughput
can easily result by aggressively trying to use both link&°]
rather than simply settling for the throughput that can kf?O]
realized with the reliable link. Hence a monitoring sys-
tem that can accurately track communication link behav-
ior and promptly inform a channel aggregator is crucial to
achieving real performance gains in a practical bandwidH!
aggregation system.

(1]

[22]
REFERENCES 23]
E. Amir, S. McCanne, and H. Zhang, “An application level video
gateway,” inProceedings of ACM Multimedia’9%an Francisco, [24]
CA, Nov. 1995, pp. 255-265.

[2] J.-C.Bolot, “End-to-end packet delay and loss behavior in the In-

(3]

(4]

ternet,” inProceedings of ACM SIGCOMMan Francisco, CA,
Sept. 1993, pp. 289-298.

Y. Breitbart, C.-Y. Chan, M. Garofalakis, R. Rastogi, and A. Sil{25]
berschatz, “Efficiently monitoring bandwidth and latency in IP
networks,” inProceedings of IEEE INFOCOMNchorage, AK,

Apr. 2001, pp. 933-942. [26]
C. Carter and R. Kravets, “User device cooperating to support
resource aggregation,” iRroceedings of IEEE WMSCA&alli-

coon, NY, June 2002, pp. 59-69. [27]

[5] J. Case, M. Fedor, M. Schoffstall, and J. Davin, “A simple net-

(6]

[7]

work management protocol (SNMP),” IETF, RFC 1157, May
1990. [28]
P. M. Chen, E. K. Lee, G. A. Gibson, R. H. Katz, and D. A. Pat-
terson, “RAID: High-performance, reliable secondary storage,”
ACM Computing Surveysol. 26, no. 2, pp. 145-185, June 1994[29]
C. Dovrolis, P. Ramanathan, and D. Moore, “What do packet
dispersion techniques measure?Pimceedings of IEEE INFO- [30]
COM, Anchorage, AK, Apr. 2001, pp. 905-914.

[8] A.B. Downey, “Using pathchar to estimate Internet link charad31]

teristics,” inProceedings of ACM SIGCOMNMCambridge, MA,
Sept. 1999, pp. 241-250.

12

D. Farinacci, T. Li, S. Hanks, D. Meyer, and P. Traina, “Generic
routing encapsulation GRE,” IETF, RFC 2784, Mar. 2000.

E. Guttman, C. Perkins, J. Veizades, and M. Day, “Service loca-
tion protocol, version 2,” IETF, RFC 2608, June 1999.

H.-Y. Hsieh and R. Sivakumar, “A transport layer approach for
achieving aggregate bandwidth on mutli-homed mobile hosts,”
in Proceedings of ACM MobiComitlanta, GA, Sept. 2002, pp.
83-94.

B.-J. Kim, “A network service providing wireless channel infor-
mation for adaptive mobile applications: Proposal,Piroceed-
ings of IEEE ICC Helsinki, Finland, June 2001, pp. 1345-1351.
K. Lai and M. Baker, “Measuring bandwidth,” iroceedings of
IEEE INFOCOM New York, NY, Mar. 1999, pp. 235-245.

——, “Measuring link bandwidths using a deterministic model
of packet delay,” irProceedings of ACM SIGCOMMstockholm,
Sweden, Aug. 2000, pp. 283-294.

S. McCanne and M. Vetterli, “Joint source/channel coding for
multicast packet video,” iffroceedings of IEEE ICIPWashing-
ton, DC, Oct. 1995, pp. 25-28.

http:
[hwww.isi.edu/nsnam/ns

M. Papadopouli and H. Schulzrinne, “Connection sharing in an
ad hoc wireless network among collaborative hostsPrioceed-
ings of NOSSDAWIlorham Park, NJ, June 1999, pp. 169-185.
Pathchar. [Online]. Available:  http://www.caida.org/tools/
utilities/others/pathchar

V. Paxson, “End-to-end Internet packet dynamidEEE/ACM
Trans. Networkingvol. 7, no. 3, pp. 277-292, June 1999.

D. S. Phatak and T. Goff, “A novel mechanism for data streaming
across multiple IP links for improving throughput and reliability
in mobile environments,” irProceedings of IEEE INFOCOM
New York, NY, June 2002, pp. 773-781.

R. S. Prasad, M. Murray, C. Dovrolis, and K. Claffy, “Bandwidth
estimation: Metrics, measurement techniques, and told&E
Network 2003, to appear.

Real networks. [Online]. Available: http://www.realnetworks.
com/products/producer/features.html

H. Schulzrinne, A. Rao, and R. Lanphier, “Real time streaming
protocol (RTSP),” IETF, RFC 2326, Apr. 1998.

P. Sharma, S.-J. Lee, J. Brassil, and K. G. Shin, “Hand-
held routers: Intelligent bandwidth aggregation for mo-
bile collaborating communities,” HP Laboratories, Technical
Report HPL-2003-37R1, May 2003. [Online]. Available:
http://www.hpl.hp.com/techreports/2003/HPL-2003-37R1.html
A. C. Snoeren, “Adaptive inverse multiplexing for wide area
wireless networks,” ifProceedings of IEEE GLOBECQNRIio

de Janeiro, Brazil, Dec. 1999, pp. 1665-1672.

M. Stemm, R. Katz, and S. Seshan, “A network measurement
architecture for adaptive applications,” Rroceedings of IEEE
INFOCOM, Tel Aviv, Israel, Mar. 2000, pp. 285-294.

R. Stewart, Q. Xie, K. Morneault, C. Sharp, H. Schwarzbauer,
T. Taylor, I. Rytina, M. Kalla, L. Zhang, and V. Paxson, “Stream
control transmission protocol,” IETF, RFC 2960, Oct. 2000.

W. Tan and A. Zakhor, “Real-time internet video using error
resilient scalable compression and TCP-friendly rate control,”
IEEE Trans. Multimediavol. 1, no. 2, pp. 172-186, June 1999.
The TCP-friendly web site. [Online]. Available: http://www.psc.
edu/networking/tcp friendly.html

C. B. S. Traw and J. M. Smith, “Striping within the network sub-
system,"IEEE Networkvol. 9, no. 4, pp. 22—-32, July/Aug. 1995.
J. Zhang, L. Cheng, and |. Marsic, “Models for non-intrusive
estimation of wireless link bandwidth,” iRroceedings of PWC
Venice, Italy, Sept. 2003.



[32] J. Zivand A. Lempel, “Compression of individual sequences via
variable-rate coding/EEE Trans. Inform. Theoryol. 24, no. 5,
pp. 530-536, 1978.

13



