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Content-based image retrieval (CBIR) is an important issue in the 
computer vision community. Both visual and textual content 
descriptions are employed when the user formulates queries.  Shape 
feature is an important visual feature, as it corresponds to the region 
of interest in images. For retrieval, shape comparisons must be 
compact and accurate, and must be invariant to several geometric 
transformations such as translation, rotation and scaling, even if the 
particular representation may be rotated. In this paper, we propose a 
shape comparison technique based on the flat segments of the 
contour. The segmentation utilizes the Freeman coding technique 
and run length coding. The lengths of the flat segments make up a 
length vector, which are used to compare the similarity of the 
shapes. Experimental results from the test on the standard SQUID 
database are reported. 
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ABSTRACT 
Content-based image retrieval (CBIR) is an important issue in the computer vision community. Both visual 
and textual descriptions are employed when the user formulates his queries. Shape feature is one of the 
most important visual features. The shape feature is essential as it corresponds to the region of interest in 
images. Consequently, the shape representation is fundamental. The shape comparisons must be compact 
and accurate, and must own properties of invariance to several geometric transformations such as 
translation, rotation and scaling, though the representation itself may be variant to rotation. 
 
In this paper, we propose a shape comparison technique based on the flat segments of the contour. The 
segmentation utilizes the Freeman coding and run length coding. The lengths of the flat segments make up 
a length vector, which are used to compare the similarity of the shapes. Experimental results from the test 
on the standard SQUID are reported.  
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1  Introduction 
One of the issues raised by multimedia data (such as images, video, audio, graphics, text) integration in 
databases is the efficient retrieval of images [3]. Several prototypes [4-7] and commercial systems [1-2] 
have been implemented in order to address this problem. The retrieval process is based on the content, and 
more particularly on the visual object features.  
 
This process requires principally two modules: the extraction and the query. The first module extracts 
visual features from data by using analysis techniques for each media. Then, each extracted feature is 
stored in the database. For example, the color feature may be represented by a color histogram [8], 
statistical moments [9], etc. In the second module, users formulate their query from features previously 
extracted. The retrieval process computes the similarity between source and target features, and sorts the 
most similar objects according to their similarity value. The system must be flexible since images may 
belong to different domains. 
 
For images retrieval, low-level visual features are color, texture, and shape. Among these features, shape is 
the most important because it represents significant regions or relevant objects in images. Extensive work 
has been done in shape retrieval. They include tree-pruning [14], the generalized Hough transformation 
[15], or pose clustering [16], geometric hashing [17], the alignment method [18], deformable template [19], 
relaxation labeling [20], Fourier descriptors [21], wavelet transformation [22], curvature scale space [23], 
neural networks [24], dynamic programming [25] and shape context [26].    
 
In the paper, we focus on shape representation and comparisons. In section 2, we review the freeman 
coding and run length coding which are used in our method. Our algorithm and experiments are introduced 
in section 3 and section 4 respectively, followed by a conclusion. 
 
2 Shape representation with Freeman coding 
In a content-based image retrieval system, the shape matching process efficiency is essential. 
Consequently, a compact and reliable shape representation and a well-suited similarity distance are 
necessary. An interesting shape description should be invariant to translation, rotation, scaling and starting 
point transformations [10-11]. 



 
In general, shape representations are classified into two categories: boundary-based and region-based. The 
first one describes the considered region by using its external characteristics (i.e. the pixels along the object 
boundary) while the second one represents the considered region by using its internal characteristics (i.e. 
the pixels contained in the region). Several shape description approaches have been developed in the two 
categories. For example, area, compactness, bounding box for the region-based category, and perimeter, 
curvature for the boundary-based category may be cited [10-11]. Other methods of shape description are 
the Fourier theory-based method and the Moment theory-based method. As far as the former approach is 
concerned, the Discrete Fourier Transform (DFT) or the Fourier Series (FS) are generally used to describe 
the shape feature from its boundary. They give a sequence of complex coefficients called Fourier 
Descriptors [12-13]. These coefficients represent the shape of an object in the frequency domain where the 
lower frequencies symbolize its general contour, and where the higher frequencies represent the details of 
its contour. Only a few coefficients are required to describe even quite complex shapes. A modified Fourier 
descriptor method [13] is proposed in order to take into account the discretization noise. The moment 
theory-based method uses region-based moments to characterize the contour of an object. A set of 7 
moments was identified by Hu, and is invariant to geometric changes. These moments are called invariant 
moments [10-11]. 
 
A simple method to represent a contour is Freeman code (chain code), a coding method of closed shape by 
approximation of the continuous contour with a sequence of numbers, each number corresponding to a 
segment direction. Freeman's code is usually employed in a 4-neighborhood (where 4 possible directions 
may be used) or in an 8-connectivity (that gives an 8-directional chain code). This representation is 
compact and is invariant to the geometric transformation translation. However, it depends on rotation and 
scaling transformations. An illustration of Freeman code is given in Figure 1. 
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Figure 1. Illustration of Freeman Coding 

http://www.kom.e-technik.tu-darmstadt.de/acmmm99/ep/marinette/


 
It is worth mentioning that Freeman coding is applied to a simply connected closed planar curve. Basically 
there are three parameters when a Freeman is created. They are start points (P0), the step (L) between two 
consecutive sample points along the contour, and the tracking direction (Td) on which the curve is traced. 
The tracking direction is either clockwise or anticlockwise.  
 
Let us use {P0, L, Td} in denoting the parameters of the Freeman coding. Now let us analysis how each 
parameter influences the coding result. Choosing a different starting point usually leads to a different 
(shifted) coding result. Rotation has same effect in coding as choosing a different start point.  
 
L is the step of two consecutive sample points along the contour. In our work, we let L = 1 to have an 
accurate representation of the shapes. 
 
The impact from tracking direction to coding is straightforward, {0,1,2,3,4,5,6,7} is substituted by 
{4,5,6,7,0,1,2,3} accordingly. Flipping can result in the same effect as choosing a different tracking 
direction.  
 

  

Figure 2  Flip reverses the tracking directions 

What remain unchanged are the angles no matter how you geometrically transform a shape. The number in 
the Freeman code represents the direction. Thus the difference in the Freeman code reflects the turning 
angles. They are invariant to the transformations. As we know the angle is periodic modulo 360 degree. For 
example, -180 degree represents the same angle as –180+360(180). When an 8-connectivity is used, 360 
degree is divided evenly into eight parts, each part is 45 degrees. To reflect the periodicity of the angle in 
the code, it is necessary to compute the complement of the angles (reflected by direction difference) in the 
following way:  
 

f(x) = x, x>=0;        Eq 1 
 

f(x) = 8+x, x<0;      Eq 2 
 
Run length coding is a simple yet useful technique in lossless coding. Run Length Coding (RLC) is a 
conceptually simple form of compression. RLC consists of the process of searching for repeated runs of a 
single symbol in an input stream, and replacing them by a single instance of the symbol and a run count. 
 
3 Shape comparisons with flat contour segments  
Freeman coding itself is not robust to rotation or scaling. It can not be directly used in shape comparison. 
However based on freeman coding, we can create something which is robust for comparisons: the length of 
the flat segments of the shape contours. The flat segment is defined as “ a part of the contour which travels 
in a unchanged direction for at least a certain length”. In Freeman code, we use number (0-8 for 8-
connectivity) in denoting the directions. Thus in the flat segments, the number (direction) is unchanged, the 
difference between the consecutive number must be zero. In our method, we use run length coding to detect 
the flat segment and compute the length of the flat segment. To get the flat segments from a contour, the 
first operation we apply to freeman code is a differentiation. Then the complement is computed according 
to Eq 1-2. Run-length coding is performed in order to extract the continuous flat parts from the contour. 



With run length code and thresholding, we can get the lengths of the flat segments of the contour, which are 
used for shape comparisons. From the flat segment lengths, we can construct a vector. The length of the 
vectors may not be equal. To compare vectors with different lengths, we use down sample to make them 
have the same length.  To compare the down-sampled vectors, circular shifts are performed. Finally the 
minimal standard deviation of the ratio of the shifted vectors is used for the measurement of the shapes. In 
general, the steps are following: 
 

1. Track the contour and get the Freeman Code (FC) 
2. Differentiate FC and obtain the difference (DFC) 
3. Compute the complement of DFC (CDFC) 
4. Extract the flat segment of the contour via run length coding on CDFC 
5. Obtain the flat segment length vector (FSLV) 
6. Down-sample the FSLV 
7. Circular shift the FSLV before comparison 
8. Use the minimal standard deviations of the ratios of the vectors as the measurement of the 

similarity 
 

Given two vectors: v1 = {a1, a2, a3, a4, a5}, v2 = {b1, b2, b3, b4, b5}, the ratio of the two vectors {v1, v2} is 
{a1/b1, a2/b2, a3/b3, a4/b4,}. This explains the robustness to scaling. When a shape is scaled, the elements of 
the obtained segment length vectors are proportionally increased or decreased. Thus the standard deviation 
of the ratios shall be zero. Circular shift is designed to deal with rotation.  
 
To compare two signals with different lengths, down-sampling can be used. If the two signals are similar to 
each other, then the down sampled signals are still similar to each other. Down sampling provides a chance 
to change the length of the signals. Suppose the lengths of the original signals are L1, L2. What shall be the 
L3, the down-sampled signal? Usually it is determined by experiment. The criteria is: L3 shall be able to 
distinguish similar signals and non-similar signals. L3 is signal depended. That is to say, for another 
database, it may be different from this database. There is no uniform value that is proper for any database. 
 
4 Experiments  
The parameters we need to specify for the retrieval system are minimal length ML, which is used to 
threshold the run length code to extract the flat segments on the contour; T, the threshold, which distinguish 
the shapes by the minimal standard deviation of the length ratio and SN, the Sample number used in down-
sampling. 
 
The parameters are obtained from the training set, which is made of the pairs of shapes. Samples of the 
training set are shown in Figure 3. We already know whether those pairs of shapes are similar.  Let ML = 5. 
We tried several SN. The results are shown below. In all the figures, red (*) stands for the minimal standard 
deviation of the length ratios of the similar shapes while the blue (#) denotes that of the dissimilar shapes. 
From the figures, N = 10 and t = 0.0 are selected for the retrieval system.  
 



 
Figure 3 The samples of the training set 

  
Figure 4 – 1 The comparisons when N = 5 Figure 4 – 2 The comparisons when N = 10 



 
Figure 4 – 1 The comparisons when N = 15 Figure 4 – 4 The comparisons when N = 20 

 
Figure 5 The index fish 

 



 
Figure 6  The recall precision plot 

We performed the retrieval test on a set made of 110 fish from the SQUID. The index fish are shown in 
figure 5.  Like for all retrieval systems, we compute the recall-precision. Given a query Q:  R is the answer 
set the system has retrieved; C is the set of correct answers in R; A is the set of the right answers for the 
query. Precision and recall measures can be defined as follows: 
 

Precision = C/R     Eq 3 
 

Recall = C/A         Eq 4 
 
To control the recall rate, the thresholds are modified each time. Generally the higher the threshold, the 
higher the recall rate. We compute the average recall and precision of the 6 retrievals each time with a 
different T. T is evenly increasing so that the recall ratio is changed in the experiment. The precision and 
recall plot is shown in figure 7. SQUID is a challenging database for retrieval since many fish are similar. 
As a result, the precision recall plot usually resembles.  Different recall-precision plots are obtained when 
tested on different databases. 
 
5 Conclusion 
The shape feature is essential in the content-based image retrieval. It must be accurate and compact, and it 
should be invariant to certain geometric transformations. In our proposal, we use freeman code and run 



length code in segmenting the contours. From the length of the extracted flat segments, we get the 
measurements of the content of the shape. Robustness to translation is obvious since the length of the 
segments has nothing to do with the position of the shape. Circular shifting makes it robust to rotation, and 
the length ratio is designed to handle scaling.  
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