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Abstract 
Monolithic file servers are limited by the power of an individual system.  Cluster file servers are limited 
by resource sharing and recovery issues as the number of cluster nodes increases. DiFFS is a file service 
architecture that allows system resources to be added (or removed) dynamically, e.g., storage and proces-
sors. Resources are partitioned in such a way that contention is avoided, while maintaining a single name-
space.  Resources may be heterogeneous, and geographically dispersed. 

This architecture has several advantages. A file’s physical location is decoupled from its location in the 
namespace. This decoupling enables a powerful and flexible mechanism for the placement of file system 
objects. For example, different types of files, e.g., text or video, may reside anywhere in the namespace 
while being hosted by servers best suited to handling their content type. DiFFS also provides lightweight 
protocols for online dynamic reconfiguration (volume reassignment and object migration) to address fluc-
tuating demand and potentially mobile file system entities. A DiFFS prototype has been implemented in 
Linux. Performance results indicate that the architecture achieves its flexibility and scalability goals with-
out sacrificing performance. 

1. Introduction 
A recent study by researchers at the University of California at Berkeley [23] reports that there 
has been approximately 10 exabytes (1018 bytes) of information produced during all of human 
history, in various forms: e.g., books and videos—from cave drawings to computer files. In 
addition, up to 2 exabytes of new data is produced each year. The majority of this new data is 
stored in digital form. “Not only is digital information production the largest in total, it is also 
the most rapidly growing.” The study provides two main reasons for this explosive growth of 
digital data. First, “democratization of data”—a vast amount of unique information is created 
and stored by individuals. Second, the dropping cost of magnetic storage; as of early 2001 a 
gigabyte of storage costs less than $10 and it is predicted this cost will drop to $1 by 2005. The 
study concludes, “…better tools are desperately needed if we are to take full advantage of the 
ever-increasing supply of information.” 

A big part of the world's data is currently held in file systems. The “file” abstraction will likely 
continue to be a prevalent way for perceiving, storing and managing data. To meet increasing 
demand for file storage, file services must be both highly scalable and highly manageable. 
Many systems have attempted to address scalability in different contexts [8, 14, 12, 7, 20].  
Only recently has the issue of manageability become a key factor (perhaps the primary factor) 
in large system design. Various studies show the expense of providing large computing ser-
vices lies mostly in the cost of people to manage these services, rather than, for example, hard-
ware and software [6, 21]. 

Research on cluster file systems has attempted to address scalability while keeping the man-
agement of large, distributed file systems simple [19, 33, 30, 4]. A cluster of servers provides 
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access to a (large) pool of resources. Processing power and/or storage resources can be added 
or removed with minimal human administration, in a way that is completely transparent to cli-
ents. However, cluster file systems do not scale sufficiently for pools of resources that span 
large SANs or multiple Data Centers. Their scale is limited by resource sharing issues, requir-
ing distributed lock management.  

DiFFS is a file service architecture designed to serve Petabytes of data, distributed across het-
erogeneous, possibly geographically dispersed resources, accessed by thousands of clients 
(e.g., web and application servers), while minimizing the need for system management. DiFFS 
allows resources to be added incrementally, e.g., additional storage, processing power, etc. Re-
sources are partitioned in such a way that resource contention is avoided, while maintaining a 
unified namespace for the overall file service [28]. The consistency of the namespace is guar-
anteed by lightweight, fault-tolerant protocols that allow metadata operations to scale well . 

The DiFFS architecture extends the state-of-the-art in the following ways: 

• Provides a simple mechanism for aggregating diverse, distributed system resources and 
presenting a single uniform file space (file virtualization) [27]. 

• Introduces a novel design of distributed namespaces, where the physical location of 
files is independent of their position in the namespace hierarchy. This facilitates pol-
icy-driven allocation of files to resources, and transparent support for various file types 
arbitrarily dispersed throughout the namespace. 

• Proposes a loose coupling of storage to computation resources, which facilitates dy-
namic and efficient system reconfiguration to meet changing demands. The proposed 
mechanisms facilitate automated load balancing and resource utilization. 

In this paper, a first prototype of the architecture is evaluated using a number of synthetic 
benchmarks. File virtualization and the goals of scalability and flexibility are achieved without 
sacrificing performance. 
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Figure 1. The partitioning approach of DiFFS. 

2. Architecture overview 
Ideally, a distributed file service should scale arbitrarily, with new resources adding to system 
capabilities without diminishing marginal returns. Also, the service should have simple mecha-
nisms for aggregation and (re)configuration of system resources. To meet these goals, DiFFS 
takes a partitioning approach to resource sharing, by dividing resources into storage partitions 
(Figure 1). Resources in a partition are controlled exclusively by a single partition server. 
Storage within a partition is divided into volumes. Each volume contains a single physical file 
system.  
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Another basic design principle of the architecture is to decouple the names of file and directory 
objects (location in some namespace) from the objects’ actual physical location (volume, parti-
tion). The aim is to allow for maximum flexibility of placing objects across the resources 
available in the system, while presenting a virtual file space to the clients. Files and directories 
can be placed arbitrarily on any volume and in any partition in the system. Namespaces in 
DiFFS are therefore distributed. The consistency of distributed metadata is guaranteed by fault-
tolerant protocols, as discussed in section 3. The integrity of the objects in the volumes is guar-
anteed by the native file system of the volumes (journaling, fsck, etc). 

Decoupling the physical location of objects from their position in the namespace offers several 
advantages: 

• Objects can be placed according to “placement policies” addressing issues such as load 
balancing among servers, storage resource utilization, access patterns and content type, 
to mention just a few.  

• Both data and metadata operations are completely distributed and scalable. 

• System resources can be reconfigured dynamically, without requiring changes in the 
namespace. Servers can be added or removed and volumes can be moved dynamically. 
Objects can be aggregated into volumes and volumes into partitions. Volumes in 
DiFFS are simply “containers of objects” and are not linked to a location in the sys-
tem’s namespace, as is the case for AFS [15]. Instead, they are used as object aggrega-
tors and form a unit of storage resource reconfiguration.  
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Figure 2. Example of lookup and file access. 

The basic principles of the architecture are illustrated with the scenario of Figure 2—a client 
accessing the file “/etc/passwd.” The two directories, “/” and “/etc,” are hosted in logical vol-
umes 8 and 5 respectively, and file “passwd” in logical volume 5. They all reside in separate 
partitions. In this case, the lookup operation, required to retrieve the file handle for “passwd,” 
is performed in three stages:  

(1) retrieve the file handle for the root directory–this information is typically repli-
cated in every partition; in this case it is retrieved from volume 1, partition 1;  

(2) using the latter file handle, read the contents of “/” (in volume 8, partition 2) and 
construct the file handle for directory “etc”;  

(3) read the contents of “etc” to construct the file handle for “passwd”.  
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Having resolved the name “/etc/passwd,” the resulting file handle is used by the client to ac-
cess the file “passwd,” on volume 1, for read or write. The DiFFS architecture is orthogonal to 
data access protocols, and can use either traditional client-server style (4.a) or direct client-
storage protocol (4.b) where the client is informed about the location of the data. 

A file handle consists of the inode number (and generation number) of the object, the volume 
where the object resides and the communication endpoint of the corresponding partition server 
(IP address and port). Pathname resolution is performed in stages, one for each element of the 
path. This resembles NFS v2. One difference is that, in the case of DiFFS, every element in the 
path may have to access a different server in the system.  

Cache consistency in DiFFS is supported by means of leases [24, 10, 32]. The client must re-
new a lease, if it continues to cache a leased object. The partition server is the lease server for 
files and directories residing in its partition. Leases provide a simple mechanism for the recov-
ery of the server’s state related to client caches—a recovering server waits for a time period 
that guarantees all outstanding leases have expired, before issuing new leases. DiFFS supports 
two types of leases: Read and Write. The protocols resemble those described in [24]. It should 
be noted however that in DiFFS, leasing is used to guarantee cache consistency not only of 
cached data but also for cached directory contents. 

3. Distributed namespaces 
DiFFS aggregates multiple storage resources and presents a single, uniform file space to cli-
ents. Objects can reside on any partition, irrespectively of their position in the namespace 
(unlike NFS and AFS, where the objects of an entire namespace sub-tree are located behind 
one server). In existing systems, directories are special files used to maintain references to ob-
jects. A directory file is a list of entries, each one containing at least the inode number and 
name of the corresponding object. In the case of DiFFS, the entry must also contain the ob-
ject’s physical location. An entry therefore consists of three fields: 

1. Volume#: the id of the volume where the object resides; this id is unique across the 
system and is mapped to a particular partition server, as described in section 5.1. 

2. Inode#: the inode number of the object in its resident volume. 

3. Generation#: the inode generation number. 
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Figure 3. Example of object references in DiFFS: an entry in directory /etc references the file 

/etc/passwd, which resides in a different location. 

Extending references to include the volume number of the object requires modifications to the 
structure of directory entries. “DiFFS-space” directories are implemented as regular data files 
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in the underlying file system. This provides independence from the native file system directory 
structure and the ability to create customized directories. For example, one can use B-trees for 
efficient searches on large flat namespaces, or have directories that are split into several small 
files, or use encryption to achieve privacy of directory contents. In the example of Figure 3, a 
DiFFS-space directory “/etc” is implemented as a regular file in the native file system of a vol-
ume in partition N. The contents of this file are DiFFS-specific directory entries referencing 
files that may reside at any location, e.g., the file “passwd” in a volume of partition 1. The 
drawback of DiFFS-space directories is that they do not take advantage of optimized directory 
implementations of the underlying physical file systems. 

In DiFFS, namespace metadata operations, such as create, remove, link/unlink, and rename, 
are, in the general case, distributed. This introduces the problem of maintaining a consistent 
(robust) namespace over a collection of distributed objects during normal operation, and in the 
presence of communication or host failures. DiFFS is not the first system to introduce distrib-
uted namespaces. Slice [7] and Archipelago [16] are two systems that also distribute metadata 
across multiple sites. Both of these systems resort to 2-phase commit implementations of meta-
data operations to guarantee fault-tolerance. However, 2-phase commit is expensive. It imposes 
high overhead to failure-free execution due to synchronous logging; it locks system resources 
across all involved sites for the duration of the multi-phase protocol execution; and it follows a 
conservative approach for recovery from failure—operations are aborted. Given that metadata 
operations comprise the majority of operations in typical workloads [31], the efficiency of the 
corresponding protocols is important to overall performance. 

For this reason, a set of lightweight protocols for metadata operations has been proposed, in the 
context of DiFFS. Details of the protocols are published in [34]. Overhead to failure-free op-
erations is minimized by reducing the number of synchronous I/O’s in the critical path of op-
erations. Resource locking is avoided; intention logging and serialization of operations on the 
participating sites suffices. Aggressive recovery techniques are used to re-play incomplete op-
erations (transparently to the application), in most failure scenarios. In [34], the protocols are 
compared with typical 2-phase commit implementations and are shown to be superior in all 
critical performance factors: communication round-trips, synchronous I/O, and operation con-
currency. The price for these benefits is additional data structures. Each object is annotated 
with “back pointers” to all its parent directories in the namespace. Distributed metadata opera-
tions do not affect the scalability of DiFFS, as more servers are added to the system; they add a 
constant performance factor. All operations involve, in the worst case, two servers (with the 
exception of rename that involves three)—site of the parent directory and the site of the object.  

4. Data placement 
Initial assignment of files and directories to a specific volume and partition is done at creation 
time, according to a “placement policy.” The create request is sent to the server that hosts the 
parent directory of the new object. The server applies some placement policy to decide where 
(partition, volume) the object should reside. The request is then forwarded to the (potentially 
remote) site of the new object and an entry is created in the parent directory, as shown by the 
message diagram of Figure 4. 

The actual placement policy employed by the servers is orthogonal to the architecture. Exam-
ples of policies include the following. 

- Files are distributed amongst partitions in a way that guarantees “even” distribution of 
load. For example, all partitions accommodate a similar number of files (or volume of 
data), or all servers have comparable processing load.  
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Such policies can potentially lead to some performance overhead due to distributed metadata 
operations (create, lookup, remove, etc). A “mkdir affinity” policy can provide better locality 
for metadata operations: 

- Files are always created in the same volume as the parent directory. New directories 
are created (with probability p) on a volume and partition different than that of the par-
ent directory [7]. 

DiFFS is implemented as a kernel module independent of file system implementations; it as-
sumes that the file system supports the v-node interface [18]. A partition server may host mul-
tiple volumes, each one managed by a different native file system. Therefore, content type is 
another important factor for placement decisions. 

- Objects are placed to volumes with the most appropriate file systems for their content 
type, e.g., small files, directories, video files, etc. 
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Figure 5. File placement according to content type. 

Figure 5 illustrates an example of a user’s home directory and how objects in that namespace 
are placed to different volumes according to their content type. No changes to the application 
are required. Placement decisions are made locally on the servers, based on a global view of 
the system’s configuration (partitions and volumes) they maintain—see section 5.1. 

5. Resource reconfiguration 
System resources, both servers and storage, may be added or removed dynamically in a running 
DiFFS system, to address changing workloads and fluctuating demand. Resource (re)allocation 
is performed at the granularity of volumes. This section describes two mechanisms necessary 
for resource reconfiguration. These are protocols for (re)assigning volumes to partition servers 



 7

and protocols for reconfiguring volumes by moving individual objects across volumes. These 
mechanisms have been designed to facilitate the development of automated tools to perform 
on-line management of the system. 

5.1 Volume reassignment 
In order to access a file, the client retrieves the hosting volume and partition from the file han-
dle (returned by a lookup operation). A distributed algorithm is executed amongst the servers 
to maintain a global, consistent view of the volume-to-partition mapping in the system. 

Each server maintains a volume table with the id’s of the volumes it hosts. The table is as-
signed a version number, which is incremented every time its contents change. Volume tables 
of other servers are also locally cached forming the server’s neighborhood view. Arrows in 
Figure 6 depict “knowledge of another server’s mapping”; thick-bordered labels depict local 
tables. The cached tables are kept loosely synchronized with the master copies on their host 
servers. When a server receives a lookup request, it returns a file handle that contains the ob-
ject’s volume id and the corresponding server according to its view. In the example of Figures 
2 and 6(a), the lookup for file “passwd” in directory “etc” lands on partition server PSn, which 
responds with a file handle containing the volume id (#1) and the address of the partition server 
(PS1). The identity of the server is just a hint to the client, because volumes may move between 
servers. 
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Figure 6. Volume-to-partition mapping. 

Volume re-assignment between servers offers the means to perform reconfiguration in the sys-
tem. In the example of Figure 6, a new server PSm is added to the system and volume #8 is re-
assigned from PS2 to PSm. As a result of the peer-peer protocol between PS2 and PSm, their mu-
tually cached volume tables are up-to-date. However, PS1 and PSn have stale tables for PS2 and 
no tables for PSm. Stale tables are updated in two ways. First, cross-partition communications 
(e.g., distributed metadata operations) are piggybacked with the version number of the sender’s 
local volume table. Thus, other servers find out about their stale copies and request the up-to-
date version from the owner.  

Second, a server may receive requests for objects in volumes it used to host but that now have 
moved. The server forwards those requests to the new location; note that the server “knows” 
where its old volumes have moved1. The file handle that parameterizes the request contains 
                                                      
1 In theory, multiple forwarding hops may occur, if the volume has moved many times in the meanwhile. Eventually 

the current host server will be located. In practice, volume reassignments do not happen often. 
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information about the parent directory of the object. In DiFFS, this information is extended to 
fully identify the parent directory, including partition and volume id. This information is used 
to communicate an updated table of the object’s volume location to the parent directory host. 
Even this message may have to be forwarded (possibly several hops) until the actual host of the 
parent directory is located and its table updated. 

Volume reassignment can be implemented in two different ways depending on the physical 
proximity of the involved servers: 

• When the two servers have access to the same pool of physical storage resources, e.g., a 
SAN, reassignment requires just re-mounting the volume between the servers. The origi-
nal server puts all new requests to the volume on hold, unmounts the volume and sends a 
request to the new server to mount the volume. Upon receiving an ack from the new 
server, it updates its volume tables and forwards all pending requests for that volume to 
the new location. 

• When the two servers do not share physical storage resources, physical volume migration 
is required, in addition to the above protocol. There are many (including commercial) 
systems that implement volume migration even across widely distributed sites [5, 3]. 

The current prototype of DiFFS implements the former protocol, but does not incorporate any 
mechanisms for copying volume contents between remote sites. 

5.2 Object migration 
In some situations, it is desirable to move individual objects (files or directories) between vol-
umes. For example, the files that constitute the personal profile of a nomadic user may be mi-
grated close to the physical location of access. Or a file that exceeds some size threshold may 
be moved from a “small files” volume to a “large files” volume. The protocol for object migra-
tion consists of six stages: 

1. Put on hold any new requests for the object.  

2. Create a replica of the object in the new volume. 

3. Create forwarding information at the original volume (the original inode is re-used for 
this purpose). 

4. Forward any pending requests to the new location. 

5. Update the namespace references to reflect the new volume. 

6. Garbage-collect the forwarding information when all namespace references have been 
updated and all the cached file handles of the object are revalidated. 

Details of the protocol can be found in [25]. Any requests arriving at the original location be-
tween stages 4 and 6 are forwarded to the new location. An interesting part of the protocol is 
the way garbage collection of forwarding pointers is performed. The namespace references are 
updated by means of metadata kept together with the object; these are “back-pointers” to all the 
directories that contain references (hard links) to the object. Updating the namespace is not 
sufficient to garbage collect the forward pointer. We must also ensure that there are no cached 
file handles at the clients that reflect the old volume of the object2. For this reason, clients are 
required to revalidate any cached file handles periodically (every tr sec). Thus, a partition 
server that maintains a forward pointer for a migrated object can safely remove the pointer af-

                                                      
2 Recall that the identity of the partition server in the file handle is just a hint to the client, but the volume# is neces-

sary to locate the object in the system. 
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ter time tr has elapsed (given that the namespace has also been successfully updated in the 
meantime). Alternative mechanisms are also under consideration [29]. 

6. Implementation 
The DiFFS prototype is a proof-of-concept for the architecture, based on the Linux NFSv2 im-
plementation. The prototype was started on Linux 2.2.14, with an NFSv2 base (Linux NFSv3 
was not stable at that time). Subsequently, it was moved to the 2.4.2 release but remained on 
the NFSv2 base. Improvements in NFSv3 are orthogonal to DiFFS and some will eventually be 
integrated into the prototype.  

The majority of the DiFFS implementation is in the NFS server code, with the following major 
components: 

• DiFFS directory files: each directory entry contains not only conventional fields such as 
the name, length, inode number and generation number, but also the volume id, which 
uniquely identifies the physical storage where the object resides. Currently, the volume 
id contains the file handle of the native root directory of the volume. The DiFFS direc-
tory file can be based on a variety of data structures, such as a sequential list or a hash 
table. To improve performance of frequent operations such as lookup, the prototype uses 
a hash structure in the directory files. The hash is performed on the name of the file and 
the value directly taken from the Linux dentry, and the number of hash buckets is speci-
fied at the header of the directory file. Experiments reported in this paper use 128 hash 
buckets, each bucket is 4K bytes in size. Overflow buckets chained and are appended at 
the end of the file. Larger number of buckets will help to locate an entry faster, at the ex-
pense of a sparser directory file and incur more indirect block I/O access. 

• DiFFS cross-partition operations: lookup, create, remove and rename. The protocols fol-
low closely those specified in [34], but recovery is not currently implemented. 

• A file placement policy module, which decides where new objects are to be located. The 
module implements a number of policies, including round-robin (RR) and affinity-round-
robin (AR). RR spreads objects evenly across volumes in the system. AR always co-
locates a file with its parent directory, whereas directories are created using RR. 

The unused byte-range in the NFSv2 file-handle is used to encode the object’s volume id and 
server IP address. At the client side, the NFS protocol has been extended to extract this infor-
mation from the file handle and direct subsequent requests for the object to the correct server. 
Lastly, we developed utility programs for analyzing the directory structure and changing allo-
cation policies online.  

7. Performance evaluation 
In the test results below, ext2 is the underlying physical file system. Unless otherwise speci-
fied, the allocation policy is round-robin. The test configuration is based on HP Kayak PCs 
running Linux 2.4.2, connected by a 100Mb switch.  All machines are Pentium-II/III, ranging 
in speed from 400-500MHz, with 256MB RAM, and fast-wide SCSI disks.  

7.1 Base-line evaluation 
The first set of experiments compare DiFFS to NFSv2, using two synthetic workloads with one 
client and one server. The goal of these experiments is to evaluate overhead introduced by the 
DiFFS architecture. 
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Figure 7. Comparing DiFFS and NFSv2. 

The first workload is a version of the lat_fs benchmark [26]. This test performs creates, look-
ups and deletes for a given number of files. For these experiments, the number of files varies 
from 1K to 40K in a flat directory; results for creation and lookup are shown in Figure 7. The 
DiFFS create results are very similar to those of NFS. This is because the majority of the time 
is spent allocating space for the object (an equal cost for both systems). DiFFS introduces a 
penalty for doing directory I/O, but recovers most of this time due to the hash-structured direc-
tory files. Moreover, DiFFS lookups using hashed directories scale better than NFS lookups on 
top of ext2. The DiFFS remove results are quite poor relative to NFS because ext2’s unlink 
routines simply mark the inode dirty and let the flush daemon take care of the delete asynchro-
nously3; instead DiFFS has to do an actual high-level I/O to a directory file for each remove. 

The second set of experiments performed compares the data path of DiFFS to NFS using Io-
zone [1]. Results from these experiments are virtually identical for NFS and DiFFS, because 
there is extremely little overhead in the DiFFS data path, relative to the original NFS code on 
which the prototype is based. 
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Figure 8. Postmark results: aggregate operations per second (total 12 client processes). 

7.2 Scalability of the architecture 
The scalability of DiFFS is evaluated using the industry-standard benchmark Postmark [17] on 
configurations with varying numbers of partition servers. Postmark simulates ISP workloads 
(mail/news servers), testing both data and metadata operations. Postmark operations include 
creation and deletion of files, and the transactions performed on them. The reported results in 
Figure 8 are based on two client machines, each running six Postmark client processes. This 
configuration delivers the approximate load needed to stress four partition servers before the 
client machines become overloaded (i.e., when the clients become the bottleneck). The parame-

                                                      
3 Ext2 offers no consistency guarantee and performs deletion operations in memory. 
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ters used for this experiment were: 1000 files, 5 sub-directories, and 10,000 transactions. Each 
point in the graphs is the average value of one Postmark process across 12 runs. The allocation 
policy used for the experiments is “round-robin” (RR). Due to the relatively small size of the 
files (500-10K bytes), the metadata component of the transaction test (namely, opening/closing 
the files) may be significant. 

The results of Figure 8 demonstrate that transactions (I/O operations) scale approximately line-
arly with the number of servers. Moreover, they confirm our initial hypothesis that distributed 
metadata operations in DiFFS do not impose a burden to scalability, even with an unfavorable 
allocation policy (round-robin). For example, creates scale also linearly with the number of 
servers. In the case of transactions, the marginal difference between the two first points of the 
graph is due to the distributed metadata component of the transactions introduced in the two-
server case. 

7.3 Flexibility of the architecture 
One of the interesting aspects of DiFFS is the complete relaxation of object placement. In addi-
tion to placement policies outlined in section 4, performance characteristics of the infrastruc-
ture can also be used as a placement guideline. To demonstrate that, we performed an experi-
ment simulating a wide-area deployment of DiFFS. We configured two “clusters” intercon-
nected by a slow 10Mbps hub; in each cluster, there are one client and two partition servers 
connected by a 100Mbps switch. The ideal placement policy in this configuration would be 
“vicinity placement” (VP), where files accessed by a client are located within the same cluster. 
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Figure 9: Vicinity placement and its performance (operations per sec per client). 

The difference between the vicinity placement and the round-robin policy is demonstrated in 
Figure 9. The postmark transaction rate is more than 3 times better with the vicinity policy. 
While the vicinity information was hard-wired in the clients and servers for this experiment, 
we plan in the future to investigate ways to automate the decision-making. 

8. Related work 
A number of research efforts investigate techniques for building scalable file systems over re-
sources interconnected by a network infrastructure. We classify these systems in two broad 
categories. The first is based on the idea of separating file managers (metadata management) 
from the block storage service. The first system to follow this model was Cambridge’s Univer-
sal File Server [9]. Subsequent systems extended this model by either allowing bulk I/O to by-
pass the file managers [11, 13] or completely separating the meta-data from the data access 
path [2, 10]. The principle behind these systems was to improve scalability by reducing the 
load of the server—data are no longer copied through the server. Even in these architectures, 
metadata servers are eventually saturated in a large system. The DiFFS architecture is comple-
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mentary to these techniques. When storage resources reside on the SAN, clients can use a di-
rect access protocol to retrieve metadata from the server but access the data directly from the 
storage device [2]. Moreover, DiFFS can be combined with object storage technologies, such 
us CMU’s NASD [12], to provide a file virtualization service on top of object repositories. 

The other group of scalable storage systems is based on the idea of clustering a number of 
servers to provide access to a pool of networked storage resources. Most of these systems fol-
low the cluster file system approach, first introduced in VAXclusters [19]. Their principle is 
that the higher the load of the system the more servers (processing power) you add to the clus-
ter [33, 30, 4]. All of these systems require some kind of distributed lock management (DLM) 
among the servers to coordinate access to the shared resources. DLM introduces new scalabil-
ity issues. Frangipani proposed one of the most scalable DLM solutions in the literature [33]. 
System resources are partitioned into logical volumes [22] and there is one DLM server dedi-
cated to each volume. This requires using two levels of virtualization: virtual disk and file sys-
tem. DiFFS resembles Frangipani in its partitioning of the storage resources for improving con-
tention control. However, DiFFS uses one level of virtualization allowing decisions for re-
source utilization and file placement to be made at the file service level. Also, cluster file sys-
tems, including Frangipani, depend on their own, proprietary physical file system. DiFFS is a 
protocol-level service and can leverage diverse file systems for optimal content placement and 
delivery. Nevertheless, DiFFS is complementary to cluster file systems—a partition can be im-
plemented as a cluster file system and can be integrated into a broader file space. 

Slice is a system with design goals close to those of DiFFS [7]. It also aggregates disparate 
storage and computation resources presenting one virtual file system to clients. Slice’s file 
placement policies (small vs. large files and a deterministic distribution within each class of 
files) are implemented in µproxies—modules that forward client operations to the right parti-
tion, operating at the IP layer. In order to make placement decisions, µproxies have to maintain 
a view of the server membership in the system. In case of reconfiguration, the new membership 
information is diffused in the (possibly thousands) µproxies in a lazy fashion. As a result, re-
source reconfiguration in Slice is coarse-grained; also, file allocation is static for the duration 
of an object’s life. DiFFS extends the traditional file system namespace metadata to achieve 
highly flexible and dynamic file placement and resource reconfiguration. However, this re-
quires extensions (even if minor) to the client access protocol. Slice’s µproxy idea could be 
used to transparently intercept client-service communication and redirect it to the appropriate 
partition server. In that case, µproxies will not need to maintain distribution tables; instead, 
they will interpret the contents of the (opaque to the client) file handles to retrieve the location 
of the server for each client request. 

9. Conclusions  
This paper introduces DiFFS, a file service architecture that aggregates diverse, distributed 
system resources (servers, storage). DiFFS servers cooperate to present a single virtual file 
space to clients. The service is designed as a kernel module independent of native file systems. 
Hierarchical namespaces are implemented by DiFFS-space directories; directory entries refer-
ence objects that may be located anywhere in the system. This facilitates policy-driven alloca-
tion of files to resources. For example, objects are stored to locations and native file systems 
that are best suited to the type of their content. Fault-tolerant protocols for distributed metadata 
operations have been designed to guarantee the consistency of DiFFS metadata even in the 
presence of server and/or communication failures. The protocols introduce minimal overhead 
to failure-free execution. A loose mapping of storage resources to servers facilitates cheap dy-
namic resource reconfiguration to address system evolution and fluctuating demand.  
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A prototype of the architecture has been developed, as an extension of the NFS protocol. Initial 
results indicate that the DiFFS layer does not introduce a considerable performance overhead 
for operation execution, compared to a typical NFS implementation. Measurements from an 
industry-standard benchmark (Postmark) demonstrate the scalability of DiFFS in two dimen-
sions: distributed metadata operations and I/O intensive transactions. Even limited experimen-
tation with different placement policies demonstrates large performance impact of policies for 
different types of workloads. 

We are currently working on protocols for object replication for high availability and improved 
performance. We plan to first apply the resulting mechanisms to guarantee high availability of 
the DiFFS namespace. We would also like to gain further experience with the prototype under 
load and validate its scalability by testing it in larger configurations. In the future, we would 
like to: investigate further the idea of placement policies and device protocols for data place-
ment in very large scale; study new ways, not necessarily deterministic, of naming and locating 
data in very large scale; investigate a security model for file services that span administrative 
domains. Last but not least, we would like to see ideas from DiFFS making their way into 
commercial storage products and promote the idea of the new “resources economy” model. 
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