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In the physical world people and enterprises are accountable for their
actions. As reputation is more and more a valuable asset, people anc
organizations retain documents and information for a long period of
time as evidence of their behavior and actions.

In today's world, documents are mainly available in a paper-based
format and there are mechanisms and infrastructures to manage
them as evidence. In a near future this could not be the case anymore
because of the growing popularity of the Internet and the shift
towards digital documents. Along with many advantages, this will
introduce a set of problems, last and not least the management of
digital evidence over a long period of time as it involves long-term
management of data integrity, long-term confidentiality, long-term
identity tracking and long-term storage management.

In this paper we address the problem of storage, integrity and
survivability of digital evidence within an enterprise, in the context of
an Evidence Management Service. We introduce a peer-to-peer aspect
to take advantage (in terms of storage and processing) of cheap and
abundant resources (like PCs) available within medium and large
enterprises. We describe a hybrid peer-to-peer architecture mitigatec
by the addition of a centralized trusted control component. The
system is adaptive to the behavior of the peers since it is responsive
to the assessment of their trustworthiness and reliability. We
illustrate a few relevant use cases.
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1. Introduction

In the ordinary world, people and organizations are accountable for their actions and
behaviors.

It is a basc agpect of the human nature to rely on any kind of evidence to support a
paticular point of view or thess. For example, in the busness environment, enterprises
use paper-based documents to give explanation for their actions and decisons. These
documents traditionaly contain information about busness-rdated events and multi-
party interactions, like transactions and contracts.

In some cases, both people and organizations are requested to preserve as evidence
paticular kind of documents (records of activity that generates intellectud property,
trading accounts, tax forms, receipts, deeds, wills, etc.), for a very long period of time.
Usudly these documents have a legd course: they are dgned by the involved parties and
notarized. Should any kind of problem arise, these documents can be used to sdttle a
dispute ether directly between the involved parties or in acourt of law.

The advent of the Internet has provided both enterprises and people with a completey
new range of infrastructures and tools to interacts and do businesses. Interactions among
people and organizations are progressvely moving towards the digitad world: more and
more transactions and interactions will hgppen by exchanging digitd information rather
than paper based documents. Recent laws on digital Sgnature and eectronic commence
[Uss761] dso gave to digitd documents the same dignity and legd vdidity that is
traditionaly attributed to paper-based document. It is likely that in the next few years, we
will assigt an increase of the usage of digita documents in many sectors of the economy.
As a consequence we will asss an increase of cases where digital documents and digital
information will be used as evidence during disputes.

Problems such as the integrity of information, the vdidity of digitd dgnatures, the
privacy of digitd documents and their storage need to be properly addressed in order to
make such a world happen. These problems are even harder if we congder the
requirement of presarving digital informetion over a long period of time (some reevant
requirements described by [PROOQ1]): signatures and encryptions need to be renewed over
the long period of time because of the expiraion of keys and the avalability of new
technology, the format of documents need to be renewed (when new rendering tools are
available) without compromising their contents, access control needs to be preserved over
a long period of time and a reasonable set of copies of documents needs to be available a
any time to guarantee their survivahility.

It must be possble a any time to demondrate that a digital document is vdid and it has
not been tampered.



2. Enterprise Evidence Management

Mogt of the current solutions support the management of large amount of digitd
documents and provide storage and search facilities. Little has been done to address the
management of enterprise documents over a long period of time and in paticular to
preserve them as “evidence’.

The management of digitd evidence over a long period of time is a very complex task as
it involves both technicd and legd aspects. For integrity and vdidity purposes, digitd
documents needs to be properly signed and time-stamped by trusted third parties. As
dgnatures grow weeker over a medium period of time, they need to be periodicaly
renewed without compromising their authenticity. The forma of digitd documents dso
needs to be renewed over a long period of time to alow the document to be rendered with
new technologies, without compromising ther content. Privecy and confidentidity needs
to be ensured over a long period of time too. This requirement involves the long-term
management of identities, encryption, authentication and access control.

Traditional Public Key Infrastructures (PKls) [Houd99] and Privilege Management
Infrastructures (PMIs) [ChadwOO] do not address these long-term problems: they provide
an infradructure to issue cetificates, revoke them and manage digitd keys during their
short term lifetime (1-5 years). Renewd processes and long-term management problems
are not directly addressed.

Digital documents need to be properly stored. As it is easy to destroy digitd information
it is necessary to ensure that digita documents are able to survive attacks or disagters.

All the above requirements demand the definition of appropriated trusted processes
within enterprises and the involvement of trusted third parties. We bdieve that in the near
future there will be a gradud proliferation of new Evidence Management Services to
address these needs. An Evidence Management Service deployed within an enterprise
will explictly ded with the long-term evidence management issues described before:
long-term heterogeneous storage, renewd of documents signatures and ther formats,
identity and access control tracking and overal integrity management.

The Trusted E-Services Laboratory (TESL) a& HP Laboratories in Brigol is currently
researching in this area.

3. Addressed Problems and Our Approach

In this paper we address the specific problem of the storage of digitd documents within
an enterprise. This digital information can be used as evidence by the enterprise when
dedling with accountability issues.



We investigate how to provide the enterprise with a best-effort system to support storage,
integrity and survivability of digitd documents by usng chegp and widdy avaladle
resources, like persond computers. An Evidence Management Service (EMS) will use
this system for evidence storage purposes. it is one of the available storage services to the
EMS.

Many solutions to dore survivable documents within an  enterprise are  currently
avalable, incuding digributed file sysems, RAID [Chen®4], replicated databases,
Storage Area Networks (SAN) and Network Attached Storage (NAS). These resources
are traditiondly quite expensive.

In spite of this fact, medium and large enterprises dready own a vast amount of cheap
sorage and processing capabilities. In fact, enterprises widely use personad computers
and servers to ded with ther day-by-day businesses usudly these resources are
asociated to one or more people that do not use them full time [Douced9]. Both their
dorage and processing capabilities can be used to store and process enterprise digital
documents.

Different models are avallable for the sorage and the management of document integrity
and survivability. At the extremes there are two opposite approaches, one based on a
heavily centralized control and the other based on a fully digtributed one.

In the former case the control of the storage processes is centraized [Sandb85]. A centra
component is in charge of managing and coordinating these processes. The advantage of
this approach is that there is a wdl-defined point of control and responghility. The
disadvantage is that the centra component is a bottleneck and a point of failure.

In the latter case, there is a completdy distributed approach both for processng and
control tasks [Ander95]. A pure peer-to-peer mode fits in this category. The advantage is
that there is not a unique point of falure and that this modd takes full advantage of the
digributed resources. The disadvantage is that in such a modd anarchism is likdy to
prevail dong with a possible degradation of performances.

A hybrid approach, implementing a distributed file system is described in [Thekk97] and
it assumes afully trusted environment.

Our approach is based on a hybrid model that takes advantage of the best features of the
agpproaches described before. We do not make the assumption of a fully trusted
environment: we relax this condrant by including potentidly untrusted (but not hodile)
components. The model is based on a peer-to-peer architecture [Oram2001] where each
peer (locd PC, sarver, etc.) has the responshility to ded with particular storage and
elaboration tasks. This component it is not necessarily trusted but it could become trusted
if it behaves approprictely over a reasonable period of time. Pat of the control is
centraly retained by atrusted component.



Control is devolved by the centra component to the peers if particular congraints on
rediability and trust are stisfied. The emerging behavior of the sysem is adaptive to trust
asessments in the sense that the storage management drategy varies according to the
behavior of the peers, ther accesshility and integrity of the locdly stored documents.
The more the peers are reliable and trustworthy the more the control is delegated to them.
Should this trust be abused, the modd contemplates the reduction or the revocation of
part of the distributed tasks.

4. Assumptions

In this paper we make the following assumptions.

= a medium/large enterprise is involved and chesp computing resources (persond
computers, servers, etc.) are deployed and available within the enterprise for
evidence storage and processing purposes.

= areasonably large set of people is willing to participate to the collaborative effort
by sharing pat of their resources. This set of people and their resources is
evolving dynamicaly, as players can join and leave a any time.

= our system is used by an EMS system and provides a particular implementation of
a digita document storage by usng chesp computing resources avallable within
the enterprise. Our system presarves the integrity and confidentidity of the stored
informetion.

= the addressed environment is not hogtile even if no assumptions are made about
the trusworthiness and rdidbility of the players in fulfilling the agreed
collaborative tasks (i.e. keegping a copy of a document for a predefined period of
time).

5. Scenario and Use Cases

In our scenario an Evidence Management Sarvice (EMS) is deployed within an
enterprise. It interacts with our system to store and retrieve digitd documents over a long
period of time.

Our system is composed by two basic components:
= A centrd trused component where basc decisons ae made in term of the

dorage of information. This component dso monitors and rates the behavior of
the peersinvolved in the collaborative effort.



= A st of agents (peers) digributed across the enterprise and ingaled within
enterprise  resources (PCs, sarvers, etc). Agents ae able to dore digita
documents, return them to the central component and make autonomous decisions
about locdly stored information. Agents are not necessarily trusted or reliable but
they are not hodtile,

Our scenario is described in terms of a few use cases, which dress the importance of
having an adaptive sysem able to change its behavior depending on the behavior of the
peers.

5.1 People across the enterprisejoin the collabor ative effort

People willing to participate to the collaborative effort, register their resources within the
centrd component of the system, by gpecifying the amount of resources (storage,
processng, etc.) they want to share. They download an ad-hoc signed copy of the agent
by udng a secure connection with the centrd component and inddl it on ther loca
computing resources (figure 1):
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The package downloaded from the centrd components includes a unique digitd
certificate [Houd99] and the private key associated to the agent. It dso contains the
digita cetificate associated to the centrad component. This information is used for
authentication with the central component and other peers.

The reason for goring the private key and the public certificate directly in the package is
to amplify the overdl interaction, by avoiding a fully deployed PKI infrasructure. The
risk that a third party intercepts the private key is minima as the connection is secure, the
package is sgned and we make the assumption of a northodile environment. Even if the
private key were intercepted and misused by a third party, the damage would be
contained a the agent boundaries. It is not redly important if two or more agents share
the same identity as far as ther locations are unique. An agent is never able to access the
content of the documentsiit stores, asthey are encrypted by the central component.

The centrd component updates a loca Index with the properties associated to the new
agent and itslocation.

The sat of collaborative peers is dynamic (figure 2): a any time newcomers join the
system while older ones withdraw their involvement.
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5.2 EM Srequiresthe system to store a digital document

The EMS asks our system to dtore a digital document (figure 3). A secure connection
[FrierKK] is established between EM S and the system, with mutual authentication.

Metadata is passed to the system to specify management informetion like the importance
of the document and the period of time to be stored.

Depending on how criticd the digita document is, the centrad component caculates the
required number of replicas to be done and chooses a set of remote avalable peers
(agents) where copies of the digitd document can be stored. The choice is made by
accessing aloca Index containing the list of registered agents and their properties.

The central component encrypts the document by using its private key (or a key within a
key pool) and digitaly sgns it for integrity purposes. It asigns a unique name to the
document and securely contacts the sdected remote peers for its storage. The unique
name is returned to the EMS. The centrd component stores the locations of the replicas
within the loca Index.
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As a variant of the above use case, the central component only contacts a subset of
agents where the document has to be stored. These agents are requested to contact other
selected peers and ask them to store the document. The central component selects the
initial set of agent by using the accumulated rating information (see use case 5.5).

53 EMSrequiresthe system to return avalid copy of a digital document

At any time the EMS can ask the sysem to return a vdid copy of a digitd document
(figure 4). A secure connection is established between the EMS and the system, with
mutua authentication. The EM S passes the unique name of the document to the system.

The system consults the locad Index and retrieves a few copies of the document by
interacting with remote agents.

The sysem verifies the integrity of the document, decrypts it and if it is not compromised
it returns it to the EMS. If the replica is compromised, the system retrieves another
replica and repeats the checking process.

The system provides a best effort service to the EMS. Thanks to the monitoring of the
agents and their stored documents (see use case 5.5), the system is reasonably able to
prevent that dl the replicas are corrupted or destroyed as it proactively creates new
replicasif the current number of copiesis below a predefine threshold.
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5.4 EMSrequiresthe system to delete a digital document

At any time the EMS can ask the sysem to deete al the stored copies of a digitd
document (figure 5). A secure connection is established between EMS and the system,
with mutud authentication.

The sysem consults the local Index and retrieves the set of locations where replicas of
the document is stored.

The system interacts with each involved agent and requires it to delete the document. At
the end of this task, the relaied Index entries are ddeted. Should any of the involved
agents be unavalable, the sysem will remember this and it schedules for a future
deletion task.
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As a variant of the above use case, the central component only contacts a subset of
agents wher e the document has to be deleted. These agents are requested to contact other
selected peers and ask them to delete the document. The central component selects the
initial set of agent by using the accumulated rating information (see use case 5.5).



5.5 The system monitorsthe behavior of peersand collectsrating information

Because of the dynamic evolution of the peers, the centrd component needs to monitor
them in order to ensure that stored documents are preserved over a long period of time
(figure 6).

A monitoring module (within the centrd component) periodicdly verifies if the replicas
of a document have not been compromised (by checking their sgnature) and if there are
4ill enough copies.

Should replicas of a document be compromised or destroyed, the system creates
dternative copies, as defined by policies. These policies dictate how many copies should
be available a any time and the threshold under which actions needs to be taken.

While monitoring pears, the sysem collects information about their behavior: this
information includes the number of time a remote peer was unavalable, the number of
time loca replicas have been compromised or destroyed.

The collected data is used to provide the system with information about the reliability and
“trustworthiness’ of remote peers.
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5.6 The system delegates monitoring tasksto peers

The monitoring activity can be quite heavy, as it requires a periodic verification of the
dtate of remotely stored document replicas.

The centrd sysem can delegate pat of its monitoring tasks to remote peers (figure 7).
Rating information is used to identify an appropriate set of remote peers according to
local policies.

The system securdy contects the remote agents, enable their monitoring features and
delegates a few monitoring activities to them. The centrd component retains the task of
monitoring the behavior of these agents and collecting related rating information.

Each remote peer executes the delegated tasks on behdf of the centrd system and
periodicaly sends back information to the central component.

Depending on the leve of trust and religbility, a remote peer can be delegated the task of
repairing damaged replicas of adigital document.
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5.7 Peer-to-peer interaction originated by an agent

A person hogding an agent on their PC can change their mind regarding the amount of
resources to be dlocated for the collaborative effort. For example, this decison can have
the consequence of needing to delete some of the locally stored documents.

The locd agent takes the initiative to inform the centrd system about this event and asks
the centrd system for dternative locations where the involved documents might be stored
(figure 8). Depending on the levd of trusworthiness and rdiability, the agent can be
authorized to coordinate this activity.

This approach does not prevent the PC's owner from directly deleting documents from
the local storage. In this case the “ perception” of trust associated to the resource will be
negatively affected because the PC’s owner is not acting as agreed.
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Figure 8
5.8 The system revokes delegated tasks

The centrd system can a any time revoke tasks delegated to a remote agents depending
on rating information it collects (figure 9). This decison could be dictated by remote
agents misbehavior or their unrdiability. The centra system contacts the remote agent
and disables the delegation feature of the agent.



For smilar reasons, the centrd system can store replicas of a document elsewhere and

reduce the respong bilities attributed to a remote agent.
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6. High Level Architecture

The following picture contains a high level description of the sysem architecture (figure

10):
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The architecture is based on a hybrid approach mixing a central trusted control
component with an untrusted peer-to-peer component based on collaborative agents.

The central control component is in charge of coordinating the interaction with the
externa Evidence Management Service (EMS) and the Agents. It is dso in charge of
monitoring the overdl system and rate its behavior.

This component is made of the following modules:

Communication Manager: it is in charge of deding with EMS interactions. This
module is dso in chage of communicating securdly with agents, deding with
their incoming cals and authorization issues [Casas01].

Regidration Module: it is in charge of deding with the regidration of remote
agents. This module request the subscriber for information like the resource
location, the max amount of resource to be shared, details about the owner, etc.



Regidration requests might be regected depending on locd policies (minimum
amount of resources to be shared, location, etc.)

* Index and Secure Repodtory: it is a loca repository containing information about
the registered agents, their rating and the locations where documents have been
sored. The Secure Repodtory aso contains sengtive materid like private keys,
trusted certificates, etc. This is not a single point of failure because these data
structures can be replicated by using traditional techniques.

» Process Module: it is in charge of dl the operationa tasks. These tasks include
the encryption and sgnature of documents, the sdection of proper agents where
replicas can be dored and the update of the information contained in the Index
and Repository. This module supports the processes for delegating tasks to agents
or revoking them, according to locd policies, the system workload, agents
reiability and ther trusworthiness This module is dso in charge of deding with
gysgem “maintenance’ tasks like the re-encryption and sgnaure of documents
when private keys are expiring.

» Scheduler: this module is in charge of scheduling system related tasks that need
to be done periodicaly like the re-encryption and signature of digita documents.

» Storage Module this module is in charge of dl the dorage and retrieva
operations within the loca Index and Secure Repostory. It adso manages the
names associated to the documents to be stored;

= Monitoring Module it is the module in charge of periodicadly monitoring the
dates of replicas dored within agents. This module contains a component that
sects agents and replicas to be monitored according to local policies  The
monitoring module interacts with the process module to verify the integrity of
stored replicas. It supplies the Rating Module with the result of dl thistests.

» Raing Module it is in charge of cdculaing the raing information for each agent
that participates to the collaborative effort. The rating caculus is based on trust
and reliability functions based on information retrieved about the agents, like the
avalability of the PC agents are running on, the avalability of the information
dored a ther gtes, the integrity of this information. This raing information is
used to make decisons about the sdection of agents for storage and deegation
purposes.

For efficiency and survivability reasons, our architecture supports a pool of centrd
control components, dl of them sharing the same Index and secure Repostory. The
Index and the security Repository can also be replicated by using traditional databases.



The Agent Component is very dmilar to the Centrd Control Component with the
exception of the globa Index (of agent locations and the digtribution of replicas across
the enterprise). A globa Index is maintained only by the central component.

The agent’s Monitoring and Rating modules have cut down functiondities, which can be
enabled only when particular tasks have been delegated to the agent by the centrd
component.

The agent's Communication Module contans a module to smplify the interaction with
the user that owns the shared resources. This module includes a Ul to mediae the
interactions between the user and the loca storage. Changes to the loca Storages are
communicated by the agent to the centrd component. These changes might include the
deletion of loca replicas. If authorized, the agent's Process Module can take the initiative
of interacting with other agents to create new replicas.

The agent’'s Process Module is dso in charge of orchedrating the activities delegated to
the agent by the Centrd Control Component such as the monitoring of other agents
behaviors.

In term of security, the interacting components aways authenticate themselves by using
certificates that have been issued to them by the centrd component. The centrd
component acts as a locad Certificate Authority. Delegated tasks are aso asserted within
digitd atribute certificates [Casad01] issued and signed by the centra component.

This does not prevent private keys from being solen from loca agents and misused.
However, the negative effects are limited, as an agent interaction with other agents must
always be approved/del egated by the centra control.

The system supports a best-effort survivability of the stored digita documents. Thanks to
the monitoring activities the system can detect in advance corruption or degradation of
the dored information and react accordingly. As persond computers are usudly
geographicaly digtributed across enterprise Stes and are available in a large number, they
can provide a viable support to cope with the survivability issue in case of disaster or
attack.

The sysem manages the confidentiality of the stored documents by encrypting their
content and periodically renewing the encryption, over along period of time.

The sysem deds with the integrity of the stored documents by digitdly sgning the
documents and renewing the Sgnature over along period of time.

The overdl architecture is adaptive to trust and reliability assessment. The system is able
to monitor the agents and veify the integrity and accesshility of the locdly <tored
documents. The more the agents are rdiable and trustworthy, the more monitoring and
control tasks are delegated to them. Rating tasks can be patidly delegated to agents if
trusted. Trusted agents (having a proper authorization) can directly interact with other
agents (peer-to-peer interaction) in order to fulfill particular tasks. The sysem is adle to
resct to Stuations where the overdl rdiability decreases by hardening the control and re-



centrdizing it. Policies defined in each module describe how to ded with such Stuations
and drive the behavior of the system.

7. Status

We ae currently refining the architecture described in the previous section with
paticular atention to the monitoring and rating mechanisms. A prototype is currently
under devdopment. We are dso invedtigating how to extend our moded to an inter-
enterprise context.

8. Related Work

Severd efforts have been made to achieve document survivability, confidentidity and
integrity in adidributed environment.

The PASIS project [WylieO0] describes an architecture for building information storage
sydems whose avallability, confidentidity and integrity policies can survive component
falures and mdicious atacks. Client applications interact with a PASIS dorage system
through a PASIS agent. Storage devices and repair agents monitor the system datus.
This sysdem is a completely distributed storage sysem where decentrdization is hidden
to dients by usng dient-sde agents. The implication is that PASIS agents need to be
ingaled and maintained a each client Site.

Architectures to achieve survivability are dso described in the Intermemory Project
[Goldb98], the Eternity service [Ander96], e-Vault [lyeng98] and Deta4 Project
[Deswadl].

The Fardte [BolosD0] and OceanStore [Kubial0] projects address this problem by using
a‘“pure’ peer-to-peer approach.

The Fardte project describes an architecture for a serverless digtributed file system. The
system does not assume mutud trus among the client computers. It provides security,
avalability and rdiability by digributing multiple encrypted replicas of each file among
the client machines. Machine performance and behavior is measured and reported.

OceanStore is a utility infrastructure that spans the globe and provides continuous access
to pesgent information. The infragructure is made of untrused servers data is
protected through redundancy and cryptography. Data can be cached anywhere and at
anytime. The monitoring of usage patterns adapts the system to regiond outages and
denid of savice atacks. A pro-active movement of data enhances the overdl
performance.

In the last two cases the main objective is to provide a digributed file system and storage
within an untrusted environment. Replication and measurement are used to ensure data



aurvivability. Encryption and digitad sgnatures are used to ensure confidentidity and
integrity.

In our gpproach we relax the assumption that the whole system is untrusted. We use a
hybrid approach. Trust resdes at least in the centrd component, which is in charge of
controlling and monitoring the overdl sysem behavior. The remote machines are not
necessarily trusted but, because of the collaborative enterprise-based environment, we
assume they are not hodtile.

Monitoring and rating mechanisms ae not only used to supply a sdf-heding
functionality but aso they are used to change the perception of trust associated by the
central system to the remote machines. The higher is the rating associated to a remote
machine the more the centrad system iswilling to delegete tasksto it.

Because of the hybrid architecture that mixes a centrd component with a peer-to-peer
based one, the system can adapt its behavior, its workload and perception of trust
depending on the circumstances.

Our sysem is a best effort sysem and it must be consdered in the overdl context of an
Evidence Management Service (EMS), built for the purposes of long-term management
of evidence. Our system provides an adgptive Sorage of evidence and it is one of the
storage components available to the EMS.

9. Summary and Conclusion

Evidence is a key aspect when deding with accountability and reputation issues. People
and organizations retain documents and information for a long period of time as evidence
of ther behavior and actions. In the physicd world, the most common sources of
evidence ae paper-based documents, used in modly dl kind of humanbased
interactions.

Because of the shift to the Internet paradigm, it is likdy tha digitd documents are going
to be more and more relevant as digitd evidence. This introduces a broad set of problems
to be solved like digitd evidence integrity, privacy, renewa and storage. In particular, the
management of digitd evidence over a long period of time is undoubtedly going to be
one of the mgor chdlenges. HP Labs, TESL — Brigtol, are currently researching on an
Evidence Management Service to address the above problems.

In this context, we describe a system for the dorage of digitd evidence within an
enterprise, supporting survivability, integrity and confidentiaity.

Rdaed work in this fidld makes the assumption that ether dl the involved components
aretrusted or dl of them are untrusted.



Our system is based on a hybrid architecture mixing a trusted centraized control with
untrusted peer-to-peer components, made of cheap enterprise resources. Confidentidity
and integrity are ensured by using cryptographic techniques.

We suggest the usage of chegp and abundant resources (like PCs) available within the
enterprise to achieve these gods and minimize cods. Because of the volaility of these
resources, a best-effort replication mechanism and an adgptable monitoring system are
used to support the evidence survivability. A raing mechaniam is used to evduae the
trustworthiness and rdiability of the peers to store documents and adapt the workload of
the system accordingly.

The success of such a system is highly dependable on the number d the people within an
enterprise willing to participate to the collaborative effort and the amount of resources
they are sharing.
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