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A Low Cost Approximation

for a Controlled Load Service in a

Bridged/Switched LAN Environment

Peter Kim

Abstract: This paper reports the design and the
implementation results of a Controlled Load service in a
bridged/switched Local Area Network (LAN). In contrast to

other approaches, the service was built based on tra�c aggre-
gation and simple two level Static Priority scheduling within
LAN switches. All complex control functions such as the per-

ow packet classi�cation, policing and tra�c reshaping are
only performed within end-nodes (hosts or routers) of the
LAN. Admission Control is used to restrict the access to the

new service. Measurement results received in a bridged test
network exibit low average end-to-end delay characteristics
and no packet loss despite: (1) the simplicity of the tra�c

control implemented in our LAN switches, (2) a worst-case
network load, and (3) the use of long range dependent data
sources within the experiments.

Index Terms: Local Area Network (LAN), Resource
Reservation, Controlled Load Service

I. Introduction

P
ACKET switching data networks such as the Internet
are currently migrating towards multi-service networks

[1], [2]. This is driven by the use of applications with a
variety of performance constraints and the widening com-
mercial use of the Internet. In contrast to the traditional
Best-E�ort service deployed today, the new services will
o�er quality of service and include diverse service commit-
ments such as probabilistic or deterministic performance
guarantees.
One approach for a multi-service Internet that was pro-

posed by the Internet Engineering Task Force (IETF) is
the Integrated Service Packet Network. A core component
of it is the service model which de�nes the end-to-end be-
haviour of the network. So far, the Guaranteed- [3] and the
Controlled Load [4] service have been put forward as pro-
posed Internet standards. End-to-end service guarantees
can however only be provided when the mechanisms which
enable these guarantees are supported at all intermediate
links along the data path. This includes LAN technology
which is typically located at both ends of the data path,
where large bridged networks often interconnect hundreds
of users. The IETF Integrated Services over Speci�c Link
Layers (ISSLL) working group was chartered with the pur-
pose of exploring the mechanisms required to support the
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new services over various link layer technologies. Reference
[5] describes the framework for providing this functionality
in shared and switched IEEE 802 type LANs. Our work
was carried out in this context.

This paper presents a low cost approach to provide Con-
trolled Load quality of service within bridged/switched
LANs. We focused on Controlled Load because the low
assurance level of this service and the design freedom given
by the ISSLL framework enable a variety of tradeo�s in the
design of the tra�c control mechanisms within the network.
Our design aimed at a cost e�ective solution in which LAN
switches only use a simple Static Priority scheduler with
two priority levels and classify data packets only based on
the User Priority proposed in IEEE 802.1D/Q [6], [7]. Both
resulted from the strong cost constraints in the LAN mar-
ket in which bandwidth overprovisioning is a competitive
(and the typical) alternative to resource reservation. Our
approach was further motivated by the fact that many next
generation LAN switches will only support priority schedul-
ing and IEEE 802.1D/Q User Priority classi�cation. More
advanced (e.g. per-ow-) control mechanisms will probably
not be widely available in the near future and thus delay
the deployment of algorithms relying on these mechanisms
inde�nitely.

The remainder of this paper is organized as follows. In
Section II, we discuss the service capabilities of the Best-
E�ort service. This is based on experimental results re-
ceived in our testbed. Section III outlines the speci�cation
of the Controlled Load service. Section IV discusses de-
sign decisions and describes the packet scheduling process
that was used to enforce the required service quality. Sec-
tion V provides the admission control conditions. This is
followed by an evaluation of the new service in Section VI.
Related work is studied in Section VII. A summary and
our conclusions can be found in section VIII.

II. Performance Characteristics under

Network Overload

The part of the end-to-end delay that can be controlled
by admission control is the queuing delay. For a single
LAN switch, this delay depends on: (1) the burstiness of
the arriving data tra�c, (2) the arrival- and the service
data rate, and (3) the bu�er capacity of the switch. To
investigate the performance of a switched LAN that uses
the traditional First-In-First-Out (FIFO) service discipline
within switches, we measured: (1) the end-to-end delay and
the packet loss rate versus the network load, and (2) the
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packet loss rate in dependence of the bu�er space. Before
discussing the results, we however �rst outline our mea-
surement methodology, which was also applied to achieve
the measurement results reported later in Section VI.

A. Measurement Methodology

To describe this, we consider the test network illustrated
in Fig. 1. It consists of two LAN switches and ten HP-
UX 9.05 UNIX workstations. All delay measurements were
taken by a workstation which we called the Measurement
Client. It had two LAN adapter cards. One of them (1a)
was exclusively used for sending data, the second one (1b)
was used for receiving. All data packets generated by the
Measurement Client were addressed to a pre-de�ned multi-
cast group which was joined with the receiver interface 1b.
By using the same workstation for sending and receiving
test packets, we could use the same clock for determining
the start and �nish time of each measurement and thus
avoided timing discrepancies that would have occurred if
we had used two separate workstations. The time was mea-
sured using PA-RISC register CR 16 [8] which provides a
10 ns tick on a 100 MHz HP C100 workstation.

Switch Sw2 Switch Sw1

...

Cross Traffic (2 ... 9        10)

1b

Test Link

54

2

3 9

...

10

Measurement Traffic (1a       1b)

Network Node:

1a

Fig. 1. Experimental Setup for Measuring the Packet Delay and Loss
Characteristics.

All time-stamps are taken within the device driver of
the LAN adapter card in the UNIX kernel. The measured
delay is the link layer end-to-end delay. It includes: (1) the
time for transferring the data packet from kernel memory
to the adapter card, (2) the queuing delay within the test
network, (3) the time for transferring the packet back to
the kernel memory, and (3) the relevant operating system
overhead. The accuracy of the overall approach is in the
order of 40 �s. A detailed analysis of it can be found in [9].

The measurement setup further included eight other
workstations which imposed cross tra�c. We called these
Tra�c Clients. The Test Link in Fig. 1 was a 100 Mbit/s
half-duplex IEEE 802.12 link. All data packets were for-
warded in one direction, from switch Sw1 to Sw2. This
avoided any medium access contention and led to network
conditions that were basically identical to those in a full-
duplex switched network. Filter entries in the switches
ensured that the measurement- and the cross tra�c only
interacted at the entrance to the test link. To measure
the packet loss rate in the network, we used two di�erent
approaches. The �rst was based on the Management Infor-

mation Base (MIB) counter IfOutDiscards de�ned in [10].
It counts the data packets dropped at a particular switch
port and thus enabled us to determine the total packet
loss rate at the entrance to the test link. In the second ap-
proach, the Measurement Client was used to determine the
loss rate for a single test ow. This was based on sequence
numbers carried within the test packets.
To generate realistic tra�c pattern within the network,

we used a tra�c trace driven approach. For this, we �rst
recorded 2 hour test traces for several multimedia appli-
cations using a LAN Tra�c Monitor. In the experiments,
the traces were then passed to a UNIX kernel based Tra�c
Generator which generated an almost identical data stream
to the original trace monitored on the network. To generate
N homogeneous data sources from the same Tra�c Client,
we multiplexed N copies of the original trace into a sin-
gle trace �le, where each of the N copies had a di�erent,
randomly chosen start o�set into the original trace. On
reaching the end of the trace a source wrapped around to
the beginning. Random start o�sets were further applied
for all Tra�c Clients to avoid synchronisation e�ects.

Table 1. Basic Characteristics of Application Traces.

Trace Encoding Total Average Hurst
Name Scheme Number Data Rate Parameter

of Pkts (Mbit/s) H

OVision MPEG-1 Video 844438 1.286 0.60
MMC1 JPEG Video 2078674 2.973 0.47
MMC2 JPEG Video 1722701 2.611 0.84

Tab. 1 shows the basic characteristics of the application
traces. We recorded one MPEG-1 encoded video trace from
the OptiVision Communication System [11] and two JPEG
encoded traces from the conferencing system MMC [12].
A description of the exact con�gurations used during the
recording is given in [9]. Reference [9] further contains a
statistical analysis of the traces and a comparison to a 2
hour JPEG encoded Star-Wars trace extensively studied in
[13]. A Variance Time Plot analysis led to the results for
the Hurst parameterH . H is often used to quantify the de-
gree of long range dependence. The result for MMC2 sug-
gest that this trace has strong dependencies. The estimates
received for the two other traces, OVision and MMC1 indi-
cate burstiness occuring over much shorter time intervals.

Table 2. Source Model Parameter for the Pareto Sources.

Ave. Source Model Parameter
Model Data Peak Peak/
Name Rate Rate I N Ave. � �

(Mbit (Pkts (ms) (Pkts) Ratio ON OFF
/s) /s)

POO1 0.321 64 325 20 2 1.2 1.1
POO3 0.262 256 360 10 10 1.9 1.1

For comparison, we also used two "arti�cial" tra�c
sources with in�nite variance distributions for generating
test traces. Following [14], this was based on an ON/OFF
source model with Pareto distributed ON and OFF times.
The authors of [14] showed that the superposition of many
sources whose ON and OFF periods exhibit in�nitive vari-
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ance produces network tra�c with long range dependen-
cies. Tab. 2 shows the model parameters we used in our
experiments. These follow the suggestions made in [14] and
are identical to the ones in [15]. For a description of the
ON/OFF model and the parameters I , N and �, we refer
to [14] and [15]. Reference [14] also provides the correlation
between � and the Hurst parameter H .

For both sources in Tab. 2, we used packets with a �xed
length of 1280 bytes. This value is equivalent to the one
used in [15]. A comparison to our application traces in
Tab. 1 showed that traces derived from the models in Tab. 2
exhibit burstiness over signi�cantly longer time scales.

B. Delay and Loss Characteristics

Using the setup illustrated in Fig. 1, we �rst performed
four di�erent measurements. These were based on traces
generated from the application traces MMC2 and OVision,
and from the tra�c sources models POO1 and POO3. In
each measurement we only used homogeneous ows pro-
duced from the same application trace or the same source
model. The Measurement Client always injected a single
ow into the test network and measured the delay and loss
rate for the corresponding data packets. The cross tra�c
varied from zero to a total load of about 90 Mbit/s. The
required trace �les were pre-computed. All data packets
used the Best-E�ort service. The measurement interval for
a single measurement point was 30 minutes.

Fig. 2, Fig. 3 and Fig. 4 show the results. For all test
sources, we can more or less observe a certain threshold in
the load-delay and load-loss curves: the results are low as
long as the network load stays below the threshold. As soon
as the network utilization however exceeds the threshold,
delay and loss increase signi�cantly faster. Note that even
though IEEE 802.12 is the standard for a shared 100Mbit/s
LAN, the actual maximum data throughput across a single
link is variable and only about 93 Mbit/s when 1280 byte
data packets are used for the data transmission. This can
be explained with the overhead imposed by the Demand
Priority medium access and is extensively analysed in [16],
[17] in the context of the Guaranteed service.

The maximum delay is determined by the burstiness of
the tra�c and the network load. All results are limited by
a bound of about 23 ms which corresponds to 256 kbytes of
output bu�er space used in switch Sw1. When this bound
is reached, the output FIFO queue is full and packet loss
occurs as can be observed by comparing Fig. 2 and Fig. 4.

For all four test sources, the results for the average load
stay almost constant over a load range of over 60 Mbit/s.
Even for low loss rates smaller than 0.1%, the average de-
lay remains in the order of a few milliseconds. From this,
two simple conclusions can be drawn: (1) if the network ad-
ministrator can ensure that the network is always operating
below the load-threshold, then resource reservation is prob-
ably not required unless an application has guaranteed ser-
vice constraints. This is well known. (2) Since the average
delay does not signi�cantly increase with the network load,
there seems to be little gain in supporting several higher
priority levels to di�erentiate service classes with a di�er-

ent average delay within high speed LAN switches. Even
when several classes were implemented, these would pro-
vide an average delay which would be hard to distinguish
for existing real-time applications which typically have an
end-to-end delay budget of 150 ms [18], [19].
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Fig. 4. Packet Loss Rate for di�erent Flow Types in Dependence of the
Network Load.

It remains to remark that we received similar load-delay
and load-loss curves in experiments in which the Test
Link in Fig. 1 consisted of: (1) a full-duplex Ethernet
(100BaseT) link, (2) a shared half-duplex IEEE 802.12 link,
and (3) a shared multihub IEEE 802.12 network. In the lat-
ter two cases, cross tra�c was injected from both switches
Sw1 and Sw2. This led to longer tails in the delay distri-
bution. The results for the average delay however did not
di�er signi�cantly in all experiments.
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C. Impact of the Bu�er Space in LAN Switches

Given the strong impact of the bu�er capacity in LAN
switches on the loss characteristics and the desire to reduce
costs, we measured the packet loss rate in dependence of
the bu�er space. This used the same setup as applied to
investigate the delay characteristics. We performed six ex-
periments based on MMC2 and POO3 test sources because
these exhibited the worst behaviour in the experiments re-
ported in the previous section. In the �rst test, we loaded
the network with 24 MMC2 video ows: 23 were generated
by the Tra�c Clients and 1 was generated by the Measure-
ment Client. Switch Sw1 in Fig. 1 had an output bu�er
of just 16 kbytes for each of its ports. We then measured
the packet loss rate of the aggregated tra�c at the output
port from switch Sw1 to Sw2. Afterwards, we increased
the bu�er size in Sw1 and repeated the test using the same
setup but a larger bu�er space. After measuring the loss
characteristics for the entire bu�er space range, we per-
formed the same set of experiments with 28 and with 32
MMC2 ows on the network.
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Dependence of the Bu�er Space in the Switch.
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Fig. 5 shows the results for the total packet loss rate in
switch Sw1. For all three test sets, a minimum bu�er space
of far less than 200 kbytes prevents packet loss rates larger
than 1%. As expected, the slope of the loss-curves becomes
atter such that signi�cantly more memory is required to
completely eliminate the packet loss in switch Sw1.
Fig. 6 contains the equivalent results for the POO3 test

sources measured using the same setup. Each test on aver-

age generated the same network load as the corresponding
MMC2 test (�64, �74, �84 Mbit/s, respectively). The
results however di�er signi�cantly from the ones in Fig. 5.
Much more bu�er space is required to eliminate packet loss
in the switch. This is not surprising considering the in-
�nite variance of the Pareto distribution. For a load of
about 84 Mbit/s (the upper curve in Fig. 6) and a bu�er
space of 768 kbytes, the packet loss rate is still 0.428%.
The slope of the curve only decays slowly. The loss rate
however signi�cantly decreases when the load falls below a
certain utilization which occurs in Fig. 6 between 84 and
74 Mbit/s. This is caused by the limited peak rate of the
POO3 Pareto source. Unlike the results in Fig. 5, we can
observe an extremely long tail in all loss-curves in Fig. 6.
However, to achieve rates of under 1%, only bu�er space of
far less than 100 kbytes is required.

The optimum amount of bu�er space to be used in LAN
switches is hard to determine. In this section, we could
observe that increasing the bu�er space decreased or even
eliminated the loss in the test switch, provided tra�c bursts
were temporary and moderate. This required large bu�er
sizes because the loss rate and the bu�er space are not lin-
early correlated. The results have also shown that more
bu�er space does not always help. In case the tra�c char-
acteristics exceeded a certain load and burstiness threshold
then even a large amount of bu�er space could only insignif-
icantly reduce the loss rate. To provide quality of service
under these conditions requires tra�c control such as for
example resource reservation with admission control.

III. Characteristics of the

Controlled Load Service

The Controlled Load service [4] attempts to approximate
the service that an application would receive from the Best-
E�ort service under unloaded network conditions. It was
motivated by the fact that existing applications typically
work well across lightly loaded networks, but become un-
usable when the network is overloaded. In contrast to the
Guaranteed service, Controlled Load does not give absolute
guarantees for any service parameters such as the delay or
the packet loss rate. The service speci�cation is intention-
ally minimal which will allow a wide range of implementa-
tion approaches.

Admitted ows may assume: (1) a very low packet loss
rate close to the packet error rate of the transmission
medium, and (2) a low average delay. More precisely, the
average queuing delay should not be signi�cantly larger
than the ows burst time. If a ow's tra�c is character-
ized using a Token Bucket Filter1 then the burst time is
given by: (�; r), where � denotes the token bucket depth
(the so called burst size), and r the token generation rate.
The di�erence when compared to the Best-E�ort service
is that the above conditions are guaranteed even when the
network is congested.

1The Token Bucket Filter is also called Leaky Bucket or (�; r) Reg-
ulator. For an analysis of the scheme, see [20].



P. KIM: A LOW COST APPROXIMATION FOR A CONTROLLED LOAD SERVICE IN ... 5

IV. Packet Scheduling Process

During our experiments in Section II-B, we found that

the network maintains an almost constant average delay

over a large range of loads2. Existing delay sensitive ap-

plications will thus see little di�erence between an empty

(� 0 Mbit/s) and a moderately loaded (� 60 Mbit/s) net-

work segment in the data path. This behaviour can be

exploited to provide Controlled Load service.

In contrast, packet loss must be watched carefully. We

observed that it may occur long before the application may

be able to detect a change in the average delay. Further-

more, the Controlled Load service de�nition speci�es a tar-

get loss rate close to the packet error rate of the transmis-

sion medium. This is extremely low in LANs. The IEEE

802.12 standard [21] for example speci�es a minimum bit

error rate of less than 1 bit error in 108 bits for a UTP

cabling.

Due to these constraints, we focus on controlling the

packet loss rather than the average delay and attempt to

provide a loss free packet delivery service as, we believe,

is expected from a Controlled Load service in a LAN en-

vironment. Based on the observations in Section II-B, we

do not attempt to derive a bound for the average delay for

each admitted ow (and compare the result to the burst

time of this ow), since we can expect the average delay to

be su�ciently low, provided there is no packet loss in the

network. Considering the small load-delay variations ob-

served in Fig. 3, it also seems questionable to us whether a

calculus will be able to provide accurate upper bounds for

the average delay that are useful in the admission control.

Our admission control conditions were derived based on

the assumptions that the switched LAN: (1) supports a

priority mechanism with at least two priority levels, and

(2) has a deterministic link access. The use of full-duplex

switched links in the network typically simpli�es the anal-

ysis since their use eliminates the need to consider the con-

tention between di�erent network nodes sharing the same

physical medium. In our model, LAN switches may how-

ever also be interconnected by shared medium links, pro-

vided the link technology supports a prioritized medium

access. In our test network for example, we used shared

half-duplex and multihub IEEE 802.12 technology which

supports two priority levels (high priority and normal pri-

ority) for the medium access.

Best e�ort data packets are forwarded using normal pri-

ority. The access to this service is not restricted. The

Controlled Load service uses the high priority medium ac-

cess mechanism. This is subject to admission control. As

illustrated in Fig. 7, all high priority tra�c is policed and

reshaped on a per-ow basis at the entrance (within hosts

or routers) of the LAN. The rate regulators required in

these nodes are implementations of the Token Bucket �lter

((�; r) Regulator).

2For example, the average delay for the OptiVision application in
Fig. 3 (playing the MPEG-1 encoded adventure movie Jurassic Park)
only increases by 0.631 ms while the network load increases from
� 1.3 Mbit/s (required for 1 OptiVision ow) to � 70 Mbit/s (re-
quired for 54 OptiVision ows on the network).

In LAN switches, all Controlled Load tra�c is aggre-

gated into the high priority queue of the Static Priority

scheduler. When forwarded across a shared link, the IEEE

802.12 high priority medium access isolates the aggregated

Controlled Load ows from the Best-E�ort tra�c. Since

LAN switches do not di�erentiate individual data ows,

these may become more and more bursty as they travel

across several links. This is due to the interaction with

other Controlled Load tra�c.

...

Node k = 1
m

3

2

Flow i = 1 n2 ...
i = 1 n2 ...

Link Level
Rate Regulators

Output Queues

Controlled Load Data Path:

Best-Effort Data Path:

 Bridged LAN

Fig. 7. Tra�c Reshaping Points for the Controlled Load Service.

The admission control ensures that on each link, the

Controlled Load service, on average, never consumes more

resources than a pre-de�ned allocation limit. Fortunately,

data packets in LANs are delivered based on a single data

distribution tree, enforced by the standard IEEE 802.1

Spanning Tree protocol [6]. Feedback e�ects3 as observed

in wide area networks cannot occur. It can further be as-

sumed that the number of bridges between the source and

the destination in the LAN is limited. On average, we ex-

pect this to be of the order of two to �ve bridges.

It remains to remark that the packet processing de-

scribed in this section di�ers substantially from the Inte-

grated Services architecture standardized for the network

layer - which requires core mechanisms such as packet clas-

si�cation, policing or reshaping to be implemented on a

per-ow basis within routers. Our model however still

complies to the IETF ISSLL framework for providing Inte-

grated Services across IEEE 802 type LANs.

V. Admission Control

In contrast to our packet scheduling model which could

be applied in a variety of LANs, there is no standard mech-

anism for performing admission control for existing tech-

nologies such as IEEE 802.3 Ethernet, IEEE 802.5 Token

Ring, or IEEE 802.12 Demand Priority. This is because

each of these technologies has a di�erent medium access

mechanism and therefore schedules packets according to its

own policy. Another factor to be considered is the network

topology which can be shared, half-duplex- or full-duplex

switched. The admission control conditions will thus typi-

cally be technology and topology speci�c and must be de-

�ned separately for each LAN technology.

3See for example [23] for a discussion of feedback e�ects.
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This section provides the admission control conditions

for IEEE 802.12 LANs. We use a parameter based ap-

proach. All results are derived using the Token Bucket

(�; r) tra�c characterisation. In [20], it is shown that the

Token Bucket enforces the amount of data which can leave

the regulator in any time interval �t. A data ow i con-
forms to its (�i; ri) characterization if in any existing time

interval �t no more than bi(�t) bits leave the token bucket,
where bi(�t) � �i+ri�t is the Tra�c Constraint Function

of ow i.
Link layer network resources are reserved on a link-by-

link basis, where a link may be a shared multihub IEEE

802.12 segment or a half-duplex- or full-duplex link. The

admission control consists of a Bandwidth- and a Bu�er

Space Test. The Bandwidth Test proves that su�cient

spare bandwidth is available such that Stability is main-

tained when the new ow is admitted. More precisely:

assuming a link with N ows admitted, where each ow i
obeys its Tra�c Constraint Function bi(�t) at the entrance
of the bridged LAN, then Stability is given when:

lim
�t!1

X
i2N

bi(�t)� Cs ��t = �1 (1)

holds, where Cs denotes the link capacity available for serv-
ing data. Cs is computed in [9] (see Equation 7.21 in Chap-
ter 7). Intuitively, the network is stable when: (1) the burst

size �i is bounded for each ow i, and (2) the sum of the

average data rates of all admitted ows is smaller than the

available link capacity Cs. Both can also be observed when
considering Equation 1.

In [17], it was found that the data throughput in IEEE

802.12 networks depends signi�cantly on the hub cascad-

ing level and the packet sizes used for the data transmis-

sion. To consider these dependencies, the Bandwidth Test

is based on a Time Frame concept which enabled us to

bind the Demand Priority medium access overhead. For

each Controlled Load ow, network bandwidth is allocated

according to the average data rate r speci�ed in the tra�c

characterisation (�; r).
The Bu�er Space Test checks that there is su�cient

bu�er space available such that none of the data packets

is dropped due to a queue overow in the network. For

this, we �rst derived an approximation of the Tra�c Con-

straint Function of a single ow after it traversed a single

link. The result enabled us to determine the bu�er space.

Before this is discussed, we however �rst describe the Band-

width Test. Furthermore, in the remaining of this paper,

we use the term real-time ow to denote a data ow using

the Controlled Load service.

A. The Bandwidth Test

Theorem 1 - consider an IEEE 802.12 link with m nodes,

where each node k has n real-time ows which are already

admitted. Assume a time frame of TF , a link speed of Cl
and that the packet count for ow i on node k over the

time interval TF is pcntik. Further let Dpp and Dit be the

topology speci�c worst-case per-packet overhead and normal

priority service interrupt time, respectively. Furthermore,

assume that each real-time ow i on each node k has a

bounded burst size �ik and obeys its tra�c characterisation

(�ik; r
i
k) at the entrance of the bridged network. A new Con-

trolled Load ow � with the tra�c characterisation (�� ; r�)
and a packet count pcnt� can be admitted such that Stability

is maintained if:

r� <
TF �Dit �

1
Cl

Pm

k=1

Pn

i=1 r
i
k � TF

TF=Cl
�

Pm

k=1

Pn

i=1 pcnt
i
k �Dpp � pcnt� �Dpp

TF=Cl
(2)

The formal proof can be found in [9] (see Chapter 7.2).

The theorem is derived from Theorem 1 in [16] which ac-

curately computes the available link bandwidth in IEEE

802.12 networks, but allocates resources based on the peak-

data rate. The most signi�cant di�erence is that the time

frame TF in [16] is always also an upper bound on the de-

lay for all Guaranteed service ows. This does not hold for

Equation 2 due to the average data rate allocation used for

the Controlled Load service.

The parameters Dpp and Dit in Equation 2 reect the

overhead of the Demand Priority medium access. Results

for them can be found in [17]. Parameter Cl denotes

the physical link speed. In contrast to the available data

throughput Cs used in Equation 1, Cl is constant and equal
to 100 Mbit/s. The packet count pcntik represents the max-
imum number of packet overheads which real-time ow i on
network node k can consume within the time frame TF . It
is equivalent to the maximum number of Controlled Load

data packets that ow i is allowed to send within TF .

Theorem 1 applies to the most general case: a link in-

cluding a shared multihub segment with k nodes, each of

which forwarding n Controlled Load ows into the network.

Links with other topologies such as single hub segments,

half-duplex (k = 2) or full-duplex (k = 1) links can be

viewed as special cases. The Bandwidth Tests for these

topologies only di�er in the use of the topology speci�c

results for the per-packet overhead Dpp and the normal

priority service interrupt time Dit.

B. The Output Tra�c Constraint Function

To derive an approximation of the Tra�c Constraint

Function of real-time ow i after it traversed a (potentially
shared) link, we used the analysis technique proposed by

Cruz in [20]. For this, we �rst de�ned biin(t) and biout(t)
as the Input- and Output Tra�c Constraint Function of

ow i, respectively. Function biin(t) describes the tra�c

pattern that enters the high priority output queue at the

LAN switch selected for analysis, whereas biout(t) describes
the ow's tra�c at the exit of the corresponding link. It

represents the tra�c that is then passed into the output

queue of the next LAN switch in the data path. This as-

sumes output bu�ered LAN switches which we also used in

our test network. The result of the analysis can recursively

be applied to determine biout(t) on each link along the data

path of ow i.
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We further de�ned a minimum service rate Ri
min Nk for

each real-time ow i on the link. It is the minimum data

throughput which a ow is guaranteed to receive from the

network. Ri
min Nk is enforced by the round-robin service

policy embedded into the Demand Priority medium access

protocol. For example, on a half-duplex IEEE 802.12 link

connecting two LAN switches each of which forwarding a

single real-time ow into the link, we have: Ri
min Nk �

Cs=2, provided the packet size distribution of both ows is

similar.

Theorem 2 - consider an IEEE 802.12 link with m net-

work nodes and assume that each real-time ow i obeys

its Input Tra�c Constraint Function biin(t). Then let Dit,

Pmax and R�
min Nk be the Normal Priority Service Inter-

rupt Time, the Maximum Link Packet Size and the Mini-

mum Service Rate of ow � selected for the analysis, respec-

tively. Furthermore let � and H denote two time variables,

where: � � 0 and H � 0. If Theorem 1 applies (Stability)

and the network has a total capacity of at least Cs available
for serving data, then the output tra�c of ow � at the exit

of the segment is bounded by:

b�out(t) � max
��0

�
b�in(t+�+Dit)�

R�
min Nk �

�
�� (m� 1) �

Pmax
Cs

�H

��
(3)

The proof of Theorem 2 and the derivation of the param-

eters � andH is quite lengthy and was thus omitted in this

paper. Both can however be found in [9]. Theorem 2 states

that the tra�c pattern of ow � injected by node k is most

distorted when the maximum amount of data de�ned by

b�in(t) is instantaneously passed into the high priority out-

put queue, but is afterwards only served with the minimum

service rate R�
min Nk. This implicitly assumes the link to

be temporarily busy with serving data from: (1) real-time

ows i 6= � which enter the link at the same node k, and
(2) real-time ows injected by other nodes j with j 6= k on

the same shared link.

Note here that a Controlled Load service ow may tem-

porarily be served with a rate that is signi�cantly smaller

than its allocated bandwidth r. To illustrate this, assume

for example a half-duplex switched link with 2 network

nodes (k = 2), each of which passes a single ow into the

shared link. Let: r1+ r2 < Cs but r
1+ r2 � Cs, r

1 = 3 � r2

and �1 � 0, �2 � 0, where Cs denotes the available data
rate and (�1; r1), (�2; r2) are the tra�c characterisations

of the two ows, respectively. Furthermore, assume that

resources have been reserved and that both ows use the

same �xed packet size for the data transmission. In this

case, we �nd that although less bandwidth is reserved for

the ow on node k = 2, this ow may nevertheless tem-

porarily consume half of the network capacity due to the

average data rate allocation and the round-robin service

policy.

It can easily be shown that the longest interval for this

e�ect is given by: �t � �2=((Cs=2)�r2), provided the ow
on k = 2 obeys its tra�c characterisation and does not send

more data into the link. During the time interval �t, node
k = 1 is however only served with a rate of: Cs=2 < r1,
which causes the data in the output queue on this node

to grow. The data backlog on node k = 1 is only reduced

after a maximum of �2 data was cleared on node k = 2.

Similar observations can also be made for multihub IEEE

802.12 networks.

C. The Bu�er Space Test

An upper bound on the bu�er space required for ow

� follows directly from ow �'s Output Tra�c Constraint
Function b�out(t) for the case that: t = 0. More formally,

we have:

Theorem 3 - consider an IEEE 802.12 link with m nodes

and assume that each real-time ow i obeys its Input Tra�c

Constraint Function: biin(t). If Theorem 1 applies (Stabil-

ity) and the data tra�c of the new ow � at the exit of the

link is bounded by the corresponding Output Tra�c Con-

straint Function b�out(t) speci�ed by Theorem 2, then the

bu�er space sS� required for ow � at the entrance to the

network segment is bounded by:

sS� � b�out(0) (4)

This follows from the de�nitions made for the computa-

tion of the Output Tra�c Constraint Function b�out(t) and
is formally proven in [9].

VI. Controlled Load Service Evaluation

To evaluate the new service, we measured the end-to-end

delay and the packet loss rate in several test networks with

di�erent topologies. All experiments were based on the

methodology described in Section II-A. We used the ap-

plication traces: MMC1, MMC2, OVision, and the source

model traces: POO1 and POO3, whose characteristics were

also discussed in Section II-A. The corresponding Token

Bucket (�; r) parameters used for these traces are shown in

Tab. 3 and Tab. 4.

For each trace, we carried out six di�erent measurements

which di�er in respect to the allocated resources and the lo-

cation where data ows entered the test network. The lat-

ter aimed at an estimation of the impact of the ow distri-

bution and of the ow location on the delay characteristics.

For all test traces, we selected the Token Bucket parameters

such that a large number of ows could be admitted. This

was based on initial experiments which showed that a low

bandwidth utilization led to low packet delays despite the

larger total burst size available for admitted ows. Worst-

case delays in the network were typically achieved with

burst sizes in the order of a few kbytes, because this also

allowed a large number of ows to be admitted.

Column 7 in both tables lists the maximum length of

the rate regulator queue at the source node. Whenever this

limit was exceeded, arriving data packets were dropped. In

all experiments using the traces 1 - 4, this however never

occurred. Packet loss within the rate regulator was only

observed in the POO3 tests which we thus marked with
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Table 3. Source and Token Bucket Parameters for the Tests using the Application Traces MMC1, MMC2 and OVision.

Per-Flow Resources allocated at the Link Layer
Test Trace Encoding Average Allocated Allocated Maximum Reg. Packet Count,

Number Name Scheme Data Rate Data Rate r Burst Size � Queue Length TF = 20ms
(Mbit/s) (Mbit/s) (kbytes) (Pkts) (Pkts)

1a MMC2 JPEG Video 2.611 3.4 10.5 153 20
1b MMC2 JPEG Video 2.611 3.4 10.5 153 20
1c MMC2 JPEG Video 2.611 3.4 10.5 153 20
1d MMC2 JPEG Video 2.611 3.4 25.4 144 29
1e MMC2 JPEG Video 2.611 3.4 25.4 144 29
1f MMC2 JPEG Video 2.611 3.4 25.4 144 29

2a MMC1 JPEG Video 2.973 3.1 10.0 40 19
2b MMC1 JPEG Video 2.973 3.1 10.0 40 19
2c MMC1 JPEG Video 2.973 3.1 10.0 40 19
2d MMC1 JPEG Video 2.973 3.1 23.0 31 26
2e MMC1 JPEG Video 2.973 3.1 23.0 31 26
2f MMC1 JPEG Video 2.973 3.1 23.0 31 26

3a OVision MPEG-1 Video 1.286 1.8 6.0 137 11
3b OVision MPEG-1 Video 1.286 1.8 6.0 137 11
3c OVision MPEG-1 Video 1.286 1.8 6.0 137 11
3d OVision MPEG-1 Video 1.286 1.8 15.8 129 20
3e OVision MPEG-1 Video 1.286 1.8 15.8 129 20
3f OVision MPEG-1 Video 1.286 1.8 15.8 129 20

Table 4. Source and Token Bucket Parameters for the Tests using the Pareto Sources.

Per-Flow Resources allocated at the Link Layer
Test Source Model Average Peak Allocated Allocated Maximum Reg.

Number Name Data Rate Average Data Rate r Burst Size � Queue Length
(Mbit/s) Ratio (Mbit/s) (kbytes) (Pkts)

4a POO1 0.321 2 0.66 1.25 1
4b POO1 0.321 2 0.66 1.25 1
4c POO1 0.321 2 0.66 1.25 1
4d POO1 0.321 2 0.60 5.0 1
4e POO1 0.321 2 0.60 5.0 1
4f POO1 0.321 2 0.60 5.0 1

5a POO3 0.262 10 0.44 1.25 430 (*)
5b POO3 0.262 10 0.44 1.25 430 (*)
5c POO3 0.262 10 0.44 1.25 430 (*)
5d POO3 0.262 10 0.44 2.5 430 (*)
5e POO3 0.262 10 0.44 2.5 430 (*)
5f POO3 0.262 10 0.44 2.5 430 (*)

an asterisk (*). The loss can be explained with the in�-

nite variance of the Pareto source which occasionally gener-

ated hundreds of data packets within a single ON interval.

Since this does not reect the behaviour of any applica-

tion known to us, especially when we consider the average

packet generation rate of 10 and the average data rate of

only 0.262 Mbit/s, we believe that cutting the extreme tail

of the Pareto distribution actually led to more realistic re-

sults.

Column 8 in Tab. 3 shows the Packet Count (pcnt) which

was used by the admission control for each application ow.

The listed results were measured with the Time Window

algorithm proposed in [9]. This algorithm was however not

used for Pareto sources. For these, the admission control

computed the Packet Count based on the �xed packet size

of 1280 bytes. This removed the overhead typically in-

troduced by the Time Window algorithm and enabled a

resource allocation up to the capacity limit of the LAN.

In the following, we discuss the measurement results re-

ceived in two selected test networks which we called the

1HDL- and the 4HDL Test Network. The 1HDL Test Net-

work included two LAN switches and is basically identical

to the network illustrated in Fig. 1. The 4HDL Test Net-

work consisted of �ve LAN switches and four test links.

All switches were interconnected by half-duplex switched

IEEE 802.12 links. Each setup included real-time data

ows traversing the test links in both directions. This typ-

ically allowed the admission of larger burst sizes, which

then led to a stronger tail in the delay distribution than

e.g. observed for full-duplex links. The results reported

in this paper thus reect the worst-case observations made

during our experiments.

A. Delay and Loss Characteristics

in the 1HDL Test Network

The setup of the 1HDL Test Network only di�ered by

three additionally Tra�c Clients from the setup shown in

Fig. 1. These were connected to switch Sw2, bore the net-

work node numbers 10, 11 and 12, and generated cross

tra�c which entered the Test Link at switch Sw2. High

priority cross tra�c was sent by the nodes 2 - 9 (connected

to switch Sw1) and the nodes 10 and 11 (connected to

switch Sw2). Node 12 generated Best-E�ort data tra�c

equivalent to more than 80 Mbit/s (which was not rate

regulated) such that the Test Link between the switches

Sw1 and Sw2 was always overloaded. This further used

1500 byte data packets to achieve the worst-case impact in

respect to the normal priority service interrupt time.

In all experiments, we measured the end-to-end delay of

a single ow sent by the Measurement Client. This did not
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Table 5. Measured Packet Delay and Loss Rate for the Application Traces in the 1HDL Test Network.

Topology Information Measured Parameters
Test Trace Number Number of Number of High Pkt. Ave. Max. Ave.

Number Name of Flows Flows sent Flows sent Priority Loss Delay 90.0 % 99.0 % Delay Packet
admitted from: from Nodes: Data Rate Rate (ms) (ms) (ms) (ms) Size

Sw1:Sw2 2 .. 9 10, 11 (Mbit/s) (%) (Bytes)

1a MMC2 22 22:0 (7), 2 0, 0 59.120 0 1.407 2.865 6.325 13.275 1383
1b MMC2 22 17:5 (2), 2 2, 3 58.775 0 1.322 2.605 5.735 12.025 1383
1c MMC2 22 11:11 (3), 1 5, 6 59.127 0 1.018 1.615 3.745 10.515 1383
1d MMC2 20 10:4 (2), 1 2, 2 37.972 0 1.173 1.775 4.395 10.485 1382
1e MMC2 20 10:7 (2), 1 3, 4 45.656 0 1.477 2.895 6.745 15.525 1383
1f MMC2 20 10:10 (2), 1 5, 5 53.086 0 1.690 3.525 8.025 19.365 1383

2a MMC1 24 24:0 (2), 3 0, 0 71.775 0 1.743 3.835 6.855 13.545 1356
2b MMC1 24 18:6 (3), 2 3, 3 71.820 0 1.643 3.665 7.235 16.615 1356
2c MMC1 24 12:12 (4), 1 6, 6 71.901 0 1.160 2.125 4.535 11.745 1357
2d MMC1 15 11:4 (3), 1 2, 2 44.933 0 1.219 2.155 5.265 14.425 1356
2e MMC1 19 11:8 (3), 1 4, 4 56.825 0 1.517 3.175 7.155 15.655 1356
2f MMC1 22 11:11 (3), 1 5, 6 65.086 0 1.947 4.435 9.335 18.985 1356

3a Ovision 42 42:0 (6), 5 0, 0 54.025 0 0.797 0.985 1.895 6.395 1332
3b Ovision 42 32:10 (3), 4 5, 5 54.125 0 0.786 0.975 1.885 6.785 1332
3c Ovision 42 21:21 (6), 2 10, 11 53.937 0 0.752 0.915 1.465 6.595 1332
3d Ovision 24 20:4 (5), 2 2, 2 30.750 0 0.721 0.825 1.015 5.655 1333
3e Ovision 30 20:10 (5), 2 5, 5 38.556 0 0.731 0.855 1.105 5.965 1333
3f Ovision 36 20:16 (5), 2 8, 8 46.741 0 0.750 0.885 1.385 7.375 1332

Table 6. Measured Packet Delay and Loss Rate for the Pareto Sources in the 1HDL Test Network.

Topology Information Measured Parameters
Test Pareto Number Number of Number of High Pkt. Ave. Max.

Number Source of Flows Flows sent Flows sent Priority Loss Delay 90.0 % 99.0 % Delay
Name admitted from: from Nodes: Data Rate Rate (ms) (ms) (ms) (ms)

Sw1:Sw2 2 .. 9 10, 11 (Mbit/s) (%)

4a POO1 132 132:0 (19), 16 0, 0 47.206 0 0.703 0.825 1.035 2.125
4b POO1 132 102:30 (17), 12 15, 15 47.246 0 0.702 0.835 1.075 2.395
4c POO1 132 66:66 (9), 8 33, 33 46.084 0 0.684 0.795 1.025 2.415
4d POO1 60 50:10 (7), 6 5, 5 20.244 0 0.660 0.715 0.835 1.325
4e POO1 80 50:30 (7), 6 15, 15 27.121 0 0.663 0.725 0.875 1.455
4f POO1 100 50:50 (7), 6 25, 25 36.164 0 0.667 0.745 0.925 1.635

5a POO3 202 202:0 (26), 25 0, 0 67.203 0 1.059 1.045 12.045 20.405
5b POO3 204 154:50 (20), 19 25, 25 68.527 0 1.078 1.095 11.795 26.915
5c POO3 204 104:100 (19), 12 50, 50 69.754 0 0.839 1.005 2.975 18.625
5d POO3 141 101:40 (16), 12 20, 20 45.541 0 0.705 0.805 1.055 12.445
5e POO3 171 101:70 (16), 12 35, 35 58.819 0 0.733 0.855 1.285 13.685
5f POO3 201 101:100 (16), 12 50, 50 69.283 0 0.840 1.005 3.345 25.475

include the delay in the rate regulator since we were inter-

ested in the characteristics of the queuing delay in the net-

work. The measured delay was thus basically introduced

in the high priority output queue of switch Sw1. Addi-

tionally, we measured: (1) the packet loss rate of the total

tra�c that entered the test link through Sw1, and (2) the

average Controlled Load data rate. For the latter, we set

appropriate �lter entries in switch Sw2 such that a copy

of all high priority data packets was also forwarded to a

particular switch port (not shown in Fig. 1). We then peri-

odically read the MIB counter ifOutOctet [10] of this port,

which counts the total number of bytes forwarded.

The details of the ow distribution in the test network

and the measurement results are shown in Tab. 5 and

Tab. 6. In all experiments, only homogeneous ows were

admitted4 into the test network. The maximum for this is

provided in Column 3. Each result represents the allocation

4The following parameters were used for the admission control: (1)
a time frame of TF = 20 ms, (2) a per-packet overhead of: Dpp HD =
8.555 �s and a normal priority service interrupt time of: Dit HD =
252.67 �s corresponding to 100 mUTP cabling, (3) a minimum service
rate of: RMIN N1 = Cs=2 for each of the two LAN switches (m =
2), and (4) a bu�er space of 256 kbytes for each high priority output
queue in switch Sw1 and switch Sw2.

limit for the resources (�; r) speci�ed in Tab. 3 and Tab. 4.

More speci�cally: all results for the tests: a - c in Column

3 correspond to the bandwidth limit for the setup (addi-

tionally ows were rejected by the Bandwidth Test but not

necessarily by the Bu�er Space Test), whereas the results

for the tests: d - f reect the maximum bu�er space in

switch Sw1 (additionally ows were rejected by the Bu�er

Space Test but not necessarily by the Bandwidth Test).

Column 4 shows the ratio of ows sent through switch Sw1

(downstream) into the Test Link versus the number of ows

sent by switch Sw2 (upstream).

The columns 5 and 6 provide detailed information about

how many ows entered the test network at each node. The

�rst number (in brackets) in Column 5 speci�es the number

of ows that entered the network at node 2, whereas the

second de�nes the number sent from each of the other nodes

(3 - 9) connected to switch Sw1. This di�erentiation was

required since the total number of ows could typically

not be evenly distributed amongst all nodes. Column 6

shows the number of ows sent by node 11 and node 12.

The setup for Test 1a thus for example included 7 MMC2

ows from node 2, and two from each of the nodes: 3 -

9. If we additionally consider the single ow sent by the
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Measurement Client, we get: 1+7+7�2 = 22 for the number

of JPEG video ows on the Test Link in this experiment.

In Test 1f, we had 2 ows from node 2, 1 ow from each

of the nodes: 3 - 9, and 5 ows from node 10 and node 11.

This resulted in 20 MMC2 ows in the network. For each

test, the measurement interval was again 30 minutes.
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Fig. 8. Delay Distribution Function for the Tests 2d - 2f (MMC1) and
5d - 5f (POO3) in the 1HDLTest Network.
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Fig. 9. Delay Distribution Density corresponding to Test 2f (MMC1,
1HDL Topology) in Fig. 8.
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Fig. 10. Delay Distribution Density corresponding to Test 5f (POO3,
1HDL Topology) in Fig. 8.

The measurement results are shown in the columns 7 -

12. In all the experiments reported in Tab. 5 and Tab. 6,

we did not observe a single packet loss for high priority

tra�c. The loss measurements covered all real-time ows

that entered the test link at switch Sw1. Since their total

number was always at least as high as the total number of

real-time ows from node 11 and node 12, it is very likely

that we also had no packet losses at the high priority output

queue of switch Sw2. The largest bandwidth reservations

were made in the tests 5b and 5c, in which we allocated:

204 � 0.44Mbit/s = 89.76Mbit/s for Controlled Load tra�c

on the link. We further �nd that all results for the average

delay are in the order of 1 ms. This is su�cient for a

Controlled Load service.

The highest average delays were measured in the MMC1

and MMC2 tests. Even though the MMC1 trace is less

bursty than the MMC2 trace, we measured a lower aver-

age delay for the latter. This is because more resources

were allocated for each individual MMC2 ow (as shown

in Tab. 3) which led to a lower high priority data rate on

the test network and thus to a lower average packet de-

lay. Furthermore, the results for both video traces MMC1

and MMC2 are higher than the results achieved with the

Pareto sources. This behaviour could however already be

observed in Fig. 5 and Fig. 6 in Section II-C.

The lowest average delays (� 0.7 ms) were received with

the Pareto source model POO1. This is not surprising

since in these experiments, we also reserved resources at

peak data rate (tests a - c) or very close to the peak data

rate (tests d - f) of each ow.

The largest maximum delays were measured in the

POO3 tests. A long tail in the distribution of the re-

sults can be identi�ed. This is similar to the character-

istics found for this source in Fig. 6. Note that result for

test 5f (25.475 ms) is higher than the maximum delay ob-

served in Fig. 2 for a switch with 256 kbytes bu�er space.

This can be explained by the di�erent experimental setup

used: in Section II-B, all tra�c entered the test link at the

same switch, whereas in Test 5f the half-duplex switched

link was loaded from both switches. In the worst case,

when the output queues of Sw1 and Sw2 are full and both

queues receive the same service (equivalent to Cs=2), then
the maximum delay could be as high as twice (� 2 � 23 =

46 ms) the result observed in Fig. 2. We may thus see

long maximum delays in bridged networks, provided this

consists of bridges interconnected by half-duplex switched

links, and the tra�c is bursty over long time scales.

In contrast, the results received in the MMC1 andMMC2

measurements are typically signi�cantly lower despite of

the higher average delays measured for them. To illustrate

the di�erences between the application- and the source

model traces we plotted the delay distribution function of

the MMC1 tests: 2d - 2f and the POO3 tests 5d - 5f in

Fig. 8. Fig. 9 and Fig. 10 show the corresponding distri-

bution density for Test 2f and Test 5f. Similar graphs can

be plotted for the other results, but are omitted here. We

selected the tests: 2f and 5f for illustration because they

provided the largest results for the maximum delays in the

4HDL Test Network discussed in the following.

B. Delay and Loss Characteristics

in the 4HDL Test Network

Fig. 11 illustrates the measurement setup in the 4HDL

Test Network. The upper part of the picture shows the

network topology, the lower part the path of the data ows
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Fig. 11. Measurement Setup in the 4HDL Test Network.

during the experiments. Controlled Load ows entered the

test network at the nodes: 2 - 13 (high priority cross tra�c)

and at the Measurement Client (measurement tra�c). The

latter was connected to switch Sw1 (sending interface - 1a)

and switch Sw5 (receiving interface - 1b), respectively.

All ows from the nodes: 2, 4, 7 and 10 traversed two

half-duplex links along the data path of the measurement

tra�c as illustrated in Fig. 11. In contrast, the ows sent

from the nodes: 3, 5, 8 and 11 only travelled across a single

link downstream with the measurement tra�c. Upstream

Controlled Load ows were generated at the nodes: 6, 9, 12

and 13 and also only forwarded across a single half-duplex

switched link. The particular data path of each ow was

enforced by installing appropriate �lter entries in the LAN

switches. Best E�ort tra�c was only sent by node 14. It

traversed the entire upstream data path from switch Sw5

to switch Sw1 and had the same characteristics as in the

previous experiments.

In this topology, we measured the packet loss rate at

the output queue of the switches: Sw1 (to link L1), Sw2

(to link L2), Sw3 (to link L3) and Sw4 (to link L4). In

switch Sw1 for example, this included the real-time ows

from the nodes: 2, 3 and the measurement tra�c; in switch

Sw4, this detected loss of data packets from the nodes: 7,

10, 11 and from the Measurement Client. The average high

priority data rate was recorded for link L4. The Measure-

ment Client measured the delay for all data packets of a

single ow which traversed the entire test network.

Since the test network had a half-duplex switched topol-

ogy, the admission control could use the same topology spe-

ci�c parameters (Dpp HD , Dit HD , RMIN N1, m = 2) as

used in the single link (1HDL) test network. In contrast to

the link-by-link admission policy in which the bu�er space

requirements grow along the data path, we con�gured the

admission control such that it did not increase the bu�er

space allocation for ows traversing several switches. In-

stead, the admission control treated all Controlled Load

ows as if these had entered the test network at the cor-

responding local switch, neglecting any tra�c distortions

along the data path already traversed by these ows. This

led to the same bandwidth- and bu�er space reservations

on all half-duplex links in the bridged test network.

Such an allocation strategy assumes that the statistically

distributed use of bu�er space in switches can compensate

for the tra�c distortions introduced in the network. We

believe that in a bridged LAN environment, this is likely

to be the case whenever resources are conservatively allo-

cated at the edge of the network. This is supported by

the facts that the number of LAN switches within the data

path is typically small, and feedback e�ects cannot occur

in LANs. Furthermore, in real networks we do not expect

reservations to be made up to the capacity limit of the

network to prevent the starvation of the Best-E�ort ser-

vice. More realistic (Controlled Load) Utilization Factors

f of f � 0:9 however are likely to enforce su�cient spare

bandwidth such that data packet loss for real-time ows

is eliminated or at least signi�cantly reduced even in large

topologies. In our experiments we nevertheless allocated

resources up to the (theoretical) link capacity (f = 1.0) to

test the worst case.
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Table 7. Measured Packet Delay and Loss Rate for the Application Traces in the 4HDL Test Network.

Topology Information Measured Parameters
Number Number Number of Flows Cross- High-

Test Trace of Flows of sent from Switch Priority Pkt. Ave. Max.
Number Name admitted Flows Network Nodes: Reser- Data Rate Loss Delay 90.0 % 99.0 % Delay

(L1, L2, sent 2, 4, 3, 5, 6, 9, vation on L4 Rate (ms) (ms) (ms) (ms)
L3, L4) down:up 7, 10 8, 11 12, 13 (Mbit/s) (Mbit/s) (%)

1a MMC2 22 22:0 7 (14),7 0 27.20 58.357 0 3.541 6.975 12.195 23.635
1b MMC2 22 17:5 8 (8), 0 5 30.60 58.623 0 3.746 7.525 12.845 26.385
1c MMC2 22 11:11 5 (5), 0 11 20.40 59.016 0 2.670 5.105 9.545 21.735
1d MMC2 20 10:4 4 (5), 1 4 17.00 37.272 0 2.588 4.645 8.675 20.525
1e MMC2 20 10:7 4 (5), 1 7 17.00 45.972 0 3.595 6.925 12.395 25.445
1f MMC2 20 10:10 4 (5), 1 10 17.00 54.065 0 4.249 8.395 14.705 30.535

2a MMC1 24 24: 0 11 (12),1 0 37.20 71.789 0 5.448 9.965 15.215 25.065
2b MMC1 24 18: 6 6 (11),5 6 21.70 71.791 0 6.655 12.535 19.445 33.555
2c MMC1 24 12:12 5 (6), 1 12 18.60 71.875 0 5.660 11.015 17.094 31.885
2d MMC1 15 11: 4 5 (5), 0 4 18.60 44.887 0 3.158 6.125 10.695 19.815
2e MMC1 19 11:8 5 (5), 0 8 18.60 56.936 0 4.988 9.995 16.795 33.165
2f MMC1 22 11:11 5 (5), 0 11 18.60 66.104 0 6.393 12.655 20.145 36.625

3a OVision 42 42: 0 20 (21),1 0 37.80 53.973 0 1.561 1.965 3.655 12.195
3b OVision 42 32:10 11 (20),9 10 21.60 54.320 0 1.679 2.195 4.285 14.135
3c OVision 42 21:21 10 (10),0 21 19.80 53.519 0 1.668 2.135 3.865 13.595
3d OVision 24 20: 4 8 (11),3 4 16.20 30.245 0 1.361 1.575 1.835 8.085
3e OVision 30 20:10 8 (11),3 10 16.20 38.143 0 1.442 1.715 2.225 8.025
3f OVision 36 20:16 8 (11),3 16 16.20 46.225 0 1.571 1.935 3.085 12.855

Table 8. Measured Packet Delay and Loss Rate for the Pareto Sources in the 4HDL Test Network.

Topology Information Measured Parameters
Number Number Number of Flows Cross- High-

Test Trace of Flows of sent from Switch Priority Pkt. Ave. Max.
Number Name admitted Flows Network Nodes: Reser- Data Rate Loss Delay 90.0 % 99.0 % Delay

(L1, L2, sent 2, 4, 3, 5, 6, 9, vation on L4 Rate (ms) (ms) (ms) (ms)
L3, L4) down:up 7, 10 8, 11 12, 13 (Mbit/s) (Mbit/s) (%)

4a POO1 132 132:0 65 (66), 1 0 43.56 47.535 0 1.363 1.625 1.955 7.955
4b POO1 132 102:30 50 (52), 1 30 33.66 47.105 0 1.383 1.655 2.015 7.815
4c POO1 132 66:66 32 (33), 1 66 21.78 48.278 0 1.421 1.705 2.085 7.735
4d POO1 60 50:10 20 (29), 9 10 12.60 20.536 0 1.217 1.355 1.535 7.995
4e POO1 80 50:30 20 (29), 9 20 12.60 26.641 0 1.272 1.455 1.685 7.445
4f POO1 100 50:50 20 (29), 9 50 12.60 36.593 0 1.326 1.545 1.815 7.665

5a POO3 202 202: 0 90 (111),21 0 44.44 66.786 0 5.048 16.415 38.375 65.755
5b POO3 204 154:50 50 (103),53 50 22.44 67.738 0 7.174 23.855 48.485 88.405
5c POO3 204 104:100 50 (53), 3 100 22.44 69.872 0 5.482 16.755 48.555 78.315
5d POO3 141 101:40 50 (50), 0 40 22.44 46.478 0 2.214 1.855 24.835 52.875
5e POO3 171 101:70 50 (50), 0 70 22.44 57.192 0 3.289 5.025 36.705 63.985
5f POO3 201 101:100 50 (50), 0 100 22.44 69.536 0 6.129 19.325 54.125 88.015

Tab. 7 and Tab. 8 contain the results measured in the

4HDL Test Network. Fig. 12, Fig. 13 and Fig. 14 show the

end-to-end delay distribution function and the distribution

density for selected MMC1 and POO3 tests. These rep-

resent the equivalent graphs to Fig. 8, Fig. 9 and Fig. 10

shown for the 1HDL Test Network in the previous section.

The organization of the results is similar as discussed

for the 1HDL Test Network. There are only a few minor

di�erences which we clarify in the following. Column 3

shows the number of ows admitted on each of the four

half-duplex switched links. The columns 4 - 8 again con-

tain informations about the ow distribution. This uses

the same notation as described in the previous section. In

Test 1a (MMC2) for example, 7 ows entered the network

at each of the nodes: 2, 4, 7 and 10. The setup additionally

included 14 ows sent by node 3 and 7 ows generated at

each of the nodes: 5, 8 and 11. The nodes: 6, 9, 12, 13

did not pass any ows into the test network in this experi-

ment. Considering the single ow sent by the Measurement

Client, and the path information for the bridged test net-

work in Fig. 11, we have: 1 + 14 + 7 = 22 ows for link L1,

and: 1 + 7 + 7 + 7 = 22 MMC2 ows for the links: L2, L3

and L4. Switch Sw2 then only forwarded the 7 ows from

node 2 and the single ow from the Measurement Client

onto link L2. This resulted in a Cross Switch Reservation

of: 8 � 3.4 Mbit/s = 27.2 Mbit/s from link L1 to L2. The

same result is received for all other switches, which is why

we listed it in Column 8 in Tab. 7 and Tab. 8.

Test 1f included: (1) 4 ows from each of the nodes: 2, 4,

7 and 10, (2) 5 ows from node 3 and 1 ow sent by each of

the nodes: 5, 8, 11, and (3) 10 ows generated at each of the

nodes: 6, 9, 12 and 13. This led to 20 MMC2 video ows

on each of the half-duplex switched links. For the Cross

Switch Reservation, we receive: (1 + 4) � 3.4 Mbit/s =

17.0 Mbit/s in this case.

The columns 9 - 14 show the measured parameters. We

omitted the results for the average packet size since these

were basically identical to those listed in Tab. 5. As in the

previous tests, the measurement interval for each test was

30 minutes.

We can �rst observe that all results for the packet loss

rate are zero. In all tests in the 4HDL Test Network, we

did not detect the loss of a single Controlled Load data

packet in any of the �ve LAN switches. This shows that
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the admission control was su�ciently conservative to pre-

vent bu�er overow within the switches despite: (1) a worst

case allocation (f = 1.0) on each link in the test network,

and (2) the use of data sources with long range burst char-

acteristics. Looking at the results in Column 11, we �nd

that in some tests, the average delay increased signi�cantly

(MMC2, MMC1, POO3) in comparison to the single link

(1HDL) topology, whereas this did not occur to the same

extent with other sources (OVision, POO1). The largest

growth of the average delay can be observed in the POO3

tests (214 - 630%) even though the absolute results (2.2 -

7.2 ms) are still in the order of the values received for

MMC1 (3.2 - 6.7 ms). For the video sources MMC1 and

MMC2 we achieved growth rates of: 159 - 388% and 120 -

183%, respectively. In contrast to this, the results in the

POO1 experiments only increased by: 84 - 108%.

Even though the average delays received in the MMC1

and POO3 tests are similar, their distributions nevertheless

di�er signi�cantly. This can be seen in Fig. 12. The results

for MMC1 are only distributed over a short time range. We

measured maximum delays of just: 19.8 - 36.6 ms. This

corresponds to the behaviour observed for this trace in the

1HDL Test Network.

The results obtained for the POO3 tests again exhibit

a strong tail in their distribution with maximum delays

of: 52.9 - 88.4 ms. Even for the 99.0 percentile we still

have values between: 24.8 - 54.1 ms. Considering the dis-

tribution in Fig. 14, one can expect even larger maxima

when the experiments are repeated with longer measure-

ment intervals than 30 minutes. All recorded results are

however still signi�cantly smaller than the theoretical max-

imum (� 184 ms) of the queuing delay in the 4HDL Test

Network. The maximum delays obtained with each of the

other four traces are much smaller than the results achieved

with the POO3 sources. The lowest values were again mea-

sured in the POO1 tests (7.4 - 7.9 ms) due to the peak rate

allocation strategy applied for this source. In general, we

found that the results for each source type exhibited the

same fundamental characteristics (e.g. short or long range

distribution) in all test topologies used in our experiments.

This can for example be observed in the graphs shown for

MMC1 Test 2f in Fig. 9 and Fig. 13, and for POO3 Test 5f

in Fig. 10 and Fig. 14.

We further found it hard to quantify the impact of the

network topology and of the ow distribution on the delay

characteristics. A conclusion other than that this impact is

di�cult to predict, cannot be drawn from our results. Some

of the factors that inuence the delay and loss character-

istics are: (1) the resources allocated for each Controlled

Load ow, leading to a certain burstiness of the total tra�c

and thus to a certain average high priority data rate on the

link, (2) the amount of cross tra�c that traverses several

switches, (3) the ratio of the ows forwarded upstream and

downstream in respect to the measurement tra�c, (4) the

number of network nodes with Tra�c Clients connected

to each switch, (5) speed mismatches between input and

output links (not tested), and (6) the tra�c characteristics

and the data path of the best e�ort tra�c.

During our experiments we however found that although

these dependencies changed the results, they never led to a

signi�cant increase of the average delay, persistent packet

loss in the network, or consistently higher maximum de-

lays than discussed in this section. We thus believe that

a Controlled Load service can be provided by using ad-

mission control, but without any per-ow tra�c control

mechanisms in LAN switches (e.g. just simple Static Pri-

ority scheduling and IEEE 802.1D/Q User Priority classi-

�cation) - independent of whether these switches are in-

terconnected by shared IEEE 802.12 multihub segments or

half-duplex- or full-duplex switched links.
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C. Resource Utilization Issues

Another evaluation criteria beside the quality of the new

service is the resource utilization that can be achieved with

a particular admission control algorithm. Tab. 9 shows

the minimum- and the maximum results observed for each

source type during the experiments in the 4HDL Test Net-

work.

Since the packet size used for the data transmission has

a strong impact on the data throughput, we used packet

size speci�c measurement results for the computation of

the resource utilization. The packet sizes listed in Col-

umn 2 for MMC2, MMC1 and OVision are average results

and were taken from Column 13 in Tab. 5. The Pareto

sources used a �xed packet size of 1280 byte. Column 3

in Tab. 9 shows the worst-case data throughput measured

on a half-duplex switched link for the packet sizes in Col-

umn 2. The columns 4 and 5 contain the minimum and

maximum results for the measured Controlled Load data

rate. These were taken from Tab. 7 and Tab. 8. The re-

sults for the maximum and minimum resource utilizations

are in Column 6 and Column 7, respectively.

Table 9. Minimum and Maximum Resource Utilization for the

Measurement Results in Tab. 7 and Tab. 8.

Measured Parameters
Trace/ Pkt. Max. Min. Max. Min. Max.
Source Size Data Data- Data- Res. Res.
Model T-put Rate Rate Util. Util.

(Mbit/s) (Mbit/s) (Mbit/s) (%) (%)

MMC2 1383 93.35 37.27 59.02 39.92 63.22
MMC1 1356 93.26 44.89 71.87 48.13 77.06
OVis. 1332 93.15 30.24 54.32 32.46 58.31
POO1 1280 92.91 20.54 48.28 22.11 51.96
POO3 1280 92.91 46.48 69.87 50.03 75.20

Tab. 9 indicates that a large resource utilization can be

achieved with our admission control. Most of the results are

however optimistic since we typically allocated resources

close to the average data rate of real-time ows. More re-

alistic are the results received for the Pareto POO1 source

(22.11 - 51.96%) because in these tests resources were re-

served at peak data rate. Even with a loose allocation

policy caused by the often occuring di�culties in selecting

appropriate Token Bucket parameters, we believe that a

su�ciently large number of Controlled Load ows can be

supported to make the deployment of our approach worth-

while.

VII. Related Work

We are not aware of any approach to provide Controlled

Load quality of service that was speci�cally designed for

IEEE 802 type LANs (or IEEE 802.12 networks). The

work described in [22], which investigated the use of prior-

ities in IEEE 802.5 Token Ring networks could however be

exploited to provide Controlled Load type services. Much

more research has however been performed in the context

of wide area networks.

The simplest approach is probably the Simple Sum al-

gorithm. This was used in [15] to provide Controlled Load

quality of service. The underlying service discipline was

Weighted Fair Queuing (WFQ) which isolated real-time

tra�c on a per-ow basis in each router in the network. In

contrast to this, our simple Static Priority scheduler cannot

control the Controlled Load ows which may thus become

burstier as they traverse the switched LAN. This may lead

to a much stronger tail of the end-to-end packet delay dis-

tribution which we can also observe when we compare our

results with the simulation results in [15].

Many approaches for admission control have been pro-

posed based on the concept of the E�ective Bandwidth.

These could be used to provide Controlled Load service.

The concept includes the computation of the bandwidth

requirement C(") (the E�ective Bandwidth) for a class of

ows such that their stationary data arrival rate exceeds

C(") with a probability of not more than ". More for-

mally [24]: Prob(C(") < RA) � ", where RA denotes the

aggregated data rate and " the overow probability.

One approach to compute the E�ective Bandwidth is to

choose a statistical source model for the data arrival process

at a switch and to select appropriate values for the model

parameters. Afterwards the e�ective bandwidth is derived

based on " and the model. This approach was used in:

[24], [25], [26], [27], [28], [29], [30]. Many of these schemes

are measurement-based since they also use input parame-

ters which are estimated using on-line measurements within

switches or routers. An alternative approach is based on

the theory of Large Deviation. Instead of choosing a sta-

tistical source model, the authors of [31], [32], [33] estimate

the large deviation rate function, which is directly related

to the E�ective Bandwidth. This uses load measurements

within the (ATM) switches over pre-de�ned time blocks.

In spite of the rich research on statistical service guar-

antees, we used a parameter based approach to provide

Controlled Load service guarantees in IEEE 802.12 net-

works. This was because: (1) most of the above admission

control schemes depend on a full-duplex switched network

and can thus not easily be reused for admission control in

IEEE 802.12 LANs. (2) We focused on low costs which

basically excluded any per-ow tra�c control or complex

measurement based approaches within LAN switches. (3)

Furthermore, we believe that accurate probabilistic end-

to-end service guarantees will be hard to derive in bridged

LANs. The task is particulary hard in IEEE 802.12 net-

works because: (1) the medium access can be shared, (2)

the data throughput is not constant, and (3) the use of

Static Priority scheduling in switches which cannot prevent

interactions between di�erent Controlled Load ows.

VIII. Conclusions

In this paper, we have shown how Controlled Load qual-

ity of service could be enforced in a bridged/switched LAN.

We �rst de�ned the packet scheduling process and then pro-

vided admission control conditions. The latter were speci�c

for IEEE 802.12 networks. The second part of the paper

included a performance evaluation of the new LAN service.

The Controlled Load service was built based on sim-

ple Static Priority scheduling in LAN switches, and tra�c

policing and reshaping mechanisms deployed only in hosts
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and routers at the entrance to the bridged network. We be-

lieve that this approach can be used independently of the

LAN technology and thus for a variety of high speed LANs,

including shared, half-duplex and full-duplex switched link

topologies, provided that the underlying link technologies

have a deterministic medium access and the service access

for each link is restricted by admission control. Unlike the

packet scheduling process, the admission control conditions

are link technology speci�c. Our conditions consider the

Demand Priority protocol overhead to accurately provide

the required service quality.

To obtain most realistic evaluation results, we built the

Controlled Load service in an IEEE 802.12 test network.

Our measurement results showed that the Controlled Load

service quality can be enforced under worst-case load and

tra�c conditions. Packet loss in the network will be ex-

tremely rare, in particular with realistic Utilization Fac-

tors of: f < 1. We also showed that the maximum delays

in bridged networks can potentially be very large when

the data sources are bursty over long time scales. The

measured results for the average delay however always re-

mained in the order of a few milliseconds which is su�cient

to support existing time sensitive, but adaptive applica-

tions.

The main advantages of the approach presented in this

paper are its simplicity and applicability. Both also repre-

sent the main di�erentiator to many solutions discussed in

the previous section. Our scheme only depends on static

priority scheduling and User Priority classi�cation within

the network. This will ensure low implementation costs.

Since both mechanisms will be supported by many next

generation switch products, the Controlled Load service

could immediately be deployed, provided network nodes

are able to regulate real-time ows. Several operating sys-

tem vendors have already announced the support for rate

regulation in future product releases. Furthermore, only

those nodes which use the Controlled Load service (or other

services based on the high priority medium access) would

have to be updated.
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