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Abstract

Computing and storage utilities must control resource usage to meet contractual performance targets for hostec
customers under dynamic conditions, including flash crowds and unexpected resource failures. This paper ex-
plores properties of proportional share resource schedulers that are necessary for stability and responsiveness und
feedback control. It shows that the fairness properties commonly defined for proportional share schedulers using
Weighted Fair Queuing (WFQ) are not preserved across changes to the relative weights of competing request flows
As a result, conventional WFQ schedulers are duaitrollable by a resource controller that adapts by adjusting
the weights. The paper defines controllable fairness properties, presents an algorithm to adjust any WFQ schedule
when the weights change, and proves that the algorithm results in controllable-fair schedulers.

The analytic results are confirmed by experimental evaluation using a three-tier Web service and a prototype
controllable-fair scheduler called C-SHQ)( C-SFQQ) extends concurrency-controlled Start-time Fair Queuing
(SFQ), which supports proportional sharing in multi-tasking computing resources. The prototype includes an
adaptive control system that adjusts the flow weights in C-8@{ meet latency and throughput targets under
a variety of conditions. The experimental results demonstrate the importance of controllable-fair scheduling for
feedback control of computing utilities.
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1. Introduction

Service providers and enterprises are increasingly hosting services and applications on shared pools
of computing and storage resources. For example, in many enterprises, shared network storage server:
meet the storage demands of different departments in the organization. Multiplexing workloads onto a
shared utility infrastructure allows for on-demand assignment of resources to workloads, which improves
resource efficiency while protecting against flash-crowds and outages.

A key problem in such environments is to manage the shared resources in a way that meets the
performance requirements of the customers and their workloads, while maximizing the utilization of
the resources. The performance goals of customers — response time bound sand minimum throughput
requirements — are typically expressed in the form of Service Level Agreements (SLASs). Utility services
deploy resource control mechanisms that arbitrate the use of the shared resources to comply with the
SLAs of different customer workloads. Depending on the service, workloads may compete for either
physical resources (CPU cycles, disk 1/0, network bandwidth, etc.) or virtual resources (web server
bandwidth, database transactions per second, etc.). Resource control mechanisms include admissior
control of workloadg1], and throttling or scheduling the demand of individual workloga]s

This paper focuses on the problem of performance control by varying the shares of resources available to
each workload. In particular, we focus on the properties of proportional-share schedulers, which are most
commonly implemented using variants of Weighted Fair Queuing (WFQ). The use of WFQ schedulers
for meeting SLAs is based on the premise that the performance of a workload varies in a predictable way
with the amount of resource available to execute it. A number of publications have reported on the use
of proportional sharing for meeting performance gg¢aisr].

A key problem for performance control with WFQ schedulers is that, in the general case, certain
share assignments do not result in predictable performance, because of the dynamic nature of workloads
and systems. To address this problem, resource control mechanisms can use feedback from workload
performance to dynamically adjust workload shares in the scheduler. Indeed, afew recent research projects
have explored the feasibility of using feedback for resource cof&r8l4,1,2,10] A challenge, in this
case, is to derive the desirable properties for the resulting closed-loop system. Namely, that it is stable
(does not oscillate) and that it quickly achieves the desirable performance goals. We thus propose using
a rigorous, control-theoretic approach for the design of controllers. We have formalized the problem of
meeting performance goals as a quadratic optimization problem which can be solved using off-the-shelf
adaptive controllers to tune the schedygr

However, when used in tandem with an adaptive controller, WFQ schedulers could not be controlled
to meet performance goals of workloads. The closed-loop system often became unstable and would not
converge to the performance goals, even though there were sufficient resources in the system. The main
problem is that the obtained performance, given a weight setting, is not predictable. The cause is that the
fairness property of the scheduler is not preserved across changes to the weights. This paper proves tha
WFQ schedulers are unfair in the presence of dynamic control, defines a stronger notion of fairness called
controllable fairness that is required to allow stable control, develops a backlog reordering algorithm to
ensure that WFQ schedulers are controllable-fair, and proves properties of controllable-fair schedulers.

To validate the notion of controllable-fair scheduling, we developed and implemented a new type of
scheduler, CSFQ@). CSFQQ) is a controllable-fair variant of concurrency-controlled start-time fair
gueuing (SFQP)), a WFQ algorithm that can deal with concurrency in the scheduled syjgiem/e
evaluated the scheduler in a three-tier Web application service. The scheduler is placed on the network
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path between the service and its clients, where it intercepts http requests sent to the service and re-orders
delays them to enforce proportional sharing of the service’s capacity to serve requests. The experimenta
results show that C-SFQJ can be used with an adaptive controller that dynamically sets workload shares
in the system to effectively enforce throughput and latency goals in the three-tier service. We also show
that when the same controller is used with a conventional WFQ scheduler that is not controllable-fair, it
results in an unstable system that oscillates and does not converge to the desired performance goals.

2. Overview

A utility service comprises an ensemble of computing resources (servers, disks, network links, etc.)
that are shared by multiple customers with contractual performance assurances (SLAsS). SLAs contain
statistical performance goals, expressed in terms of averages or percentiles over some time interval
Examples of utility services include shared storage sysféin4,2,6]or shared clusters hosting a multi-
tier Internet application for each custonj&®,13] In all these cases, a number of customer workloads
compete for access to the same computational resources. One objective of a utility service is to control
the rates by which different workloads use the service, so that the SLAs of the customers are met while
maximizing the utilization of the shared resources.

2.1. Resource control

For the discussion in this paper, we generalize the problem of resource sharing, as shigwh ifhe
computational unit of resource consumption is called a task. Examples of tasks include I/O operations
reaching a disk, threads competing for a CPU, network packets sent over a link, or application-level re-
guests (e.g., http requests) sent to an Internet service. Tasks are grouped into service classes called flow
Examples of flows include all the 10 operations accessing a given storage volume, the requests for CPU cy-
cles of a specific virtual machine on a host, or all http requests of the “golden” clients of a Web application.

The objective of a scheduler is to limit the resource consumption of eachyfioygroportion to a
weight ¢ ; assigned to it. If flow weights are normalized to sum to one, then we may interpret each weight

controller
weights o, D performance
flow 1 ——~ ol
flow 2 —~TTTTT e\
flow Ni"'mq)( D outstanding tasks
scheduler resource

Fig. 1. A task scheduler controls how a resource (physical or virtual) is shared by a number of competing flows. A controller
sets the weights of the flows and the degree of concurrBricythe resource, based on feedback about the performance of the
flows. The aim is to meet the SLAs of the flows while maximizing the utilization of the resource.
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as representing a share of the resources. The weights enforce the essential propeyyrmafince

isolation: they prevent load surges in any flow from unacceptably degrading the performance of another.
Thus, weights have to be set to the appropriate values that result in satisfying the SLAs of the different
flows. The premise is that the performance of a flow improves when increasing its share of resources.
Another factor that affects performance is the degree of concurrency, i.e., the maximum number of
concurrent tasks allowed to use the resource at any moment in irmia.Kig. 1). In general, higher
concurrency results in higher aggregate throughput and resource utilization, but also higher response
latencies. Thus, the concurrency degree is another scheduler parameter that can be tuned to meet flow
SLAs.

We focus specifically on Weighted Fair Queuing (WFQ) schedulers, that have a property known as
work conservation. In contrast to guaranteed reservations, which ensure a minimum allotment of resource
to each flow even when the flow has low load, a work-conserving proportional-share scheduler shares
surplus resources among active flows in proportion to their configured weights. A flow may receive more
than its configured share unless the system is fully loaded and all competing flowsia¢gi.e., they
have backlogs of queued tasks. The advantage of work-conserving schedulers, that makes them very
popular in practice, is that they use resources more efficiently and improve the performance of active
flows, when the system is lightly loaded.

2.2. Dynamic control

The flow weights and the degree of concurrency need to be continuously adjusted by a controller in
response to observable performance metrics (e.g., response latency, throughput or bandwidth) obtained by
each flow. In some cases, the controller may be a human system administrators who adjusts the schedule
parameters manually. In most cases, however, adjustments must happen at a fine time granularity thus
requiring automated dynamic control.

The use of dynamic control to meet performance goals has been discussed in the [i@@&i2e, 1] A
challenge, in this case, is to derive the desirable properties for the resulting closed-loop system. Namely,
that it is stable (does not oscillate) and that it achieves the desirable performance goals, preferably
fast. Control theory provides an ideal framework for the systematic design of dynamically controlled
systems. In particular, existing research has shown that the dynamics of typical computer systems and
their workloads require the use of adaptive controll2r$4]. That is, controllers that automatically adapt
their parameters according to the behavior of the target system at any point in time. An example of
a computationally efficient adaptively controller, that is widely used in the industry iSéliduning
Regulator (STR)[15].

The key question now is whether existing computer systems are amenable to dynamic control by such
controllers. In our case, in particular, we are concerned with fair-queuing schedulers that arbitrate the
sharing of computing services. Control theory has come with a list of necessary and sufficient properties
that when met by the controlled system, then a closed loop with an adaptive controller(STR in particular)
is stable and converges to the set daéal 16}

C.1. The system’s behavior must be sufficiently approximated by a linear model. This model must have
low variance over time and the relation between actuators and observed behavior must be monotonic
in average.
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C.2. The system must have a known reaction delay to actuation. Thatis, there is a known time lag betweer
changing some parameters (e.qg., flow weights in our case) and observing the effects of that change

C.3. Recentactuations must have higherimpactthan older onesto the behavior of the system. This implie:
that the effects of an actuation can always be corrected or cancelled by another, later actuation.

Regarding requirement C.1, we have seen in practice, that a linear model provides a good local approx-
imation for the relation between weights and observed performance, given a period for system sampling
that is sufficiently long to avoid quantization effects but short enough to trace system dyrfamics
Moreover, this relation is indeed monotonic in average over long periods of time. However, as we will see
in Section3, existing WFQ schedulers do no meet the low variance requirement as well as properties C.2
and C.3. As a result, native WFQ algorithms are not controllable—they result in unstable systems that
do not converge to the desired performance goals as our experimental evaluation in S8ctfwws.

In Section4, we propose a variation of WFQ, which we show, both analytically and experimentally, to
be controllable.

3. Weighted fair queuing

All existing variants of WFQ scheduling algorithms follow the same principles. Eaclyftowsists of
a sequence of taslgé} . p'; arriving at the server. Each taﬁg has an associated cm§tbounded by a
constant?a" Fair queuing aIIocates the throughput of the resource in proportion to weights assigned to
the competing flows. Only the relative values of the weights are significant, but it is convenient to assume
that the weightp, for each flowf represents a percentage share of resource throughput, and that task
costs are normalized to a resource throughput of one unit of cost per unit of time.

WFQ schedulers are fair in the sense that active flows share the available resource proportionally to
their weights, within some error margin that is bounded by a constant over any time interval. Formally, if
W (i) is the aggregate cost of the tasks from fitserved during any time intervalthen a fair scheduler
guarantees:

W) W)
¢f ¢g

wheref andg are any two flows continuously backlogged with tasks duringtervali = [z;, t;11) isS
the time period between théh andi 4 1th sampling/actuation in the systeWi,, is a constant that
depends on the flow weights and the maximum cost of flow tasks. All algorithms try to ensure low values
of Uy,, which indicates better fairne$sPoor fairness implies large variability in the relation between
performance and weights, violating property C.1 in Secfidh

WFQ schedulers dispatch tasks in orderagfs assigned at task arrival time. When W&taSkp]f of

flow farrives, it is assigned a start t&gpj}) and a finish tagV(ij) as follows:
F(p$) =0, (2)

S(p}) = max (A(p})). F(pi ), j=1. 3)

= U.ﬁg’ (1)

1 Fairness is always defined on all pairs of flows; of course, there may be more than two flows using a resource.
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j N
F(Pf)=S(Pf)+¢Tf, jz1 (4)
whereA(p f) is the arrival time of tastJ Table 1summarizes the symbols used in this paper.

These tags represent the times at Whlch each task should start and finish according to a scheduler
notion of virtual timew(r). Virtual time advances monotonically and is identical to real time under ideal
conditions. Calculating(z) exactly is computationally expensive, but there are two WFQ algorithms
that approximate(r) efficiently by clocking the rate at which the resource actually completes work.
Self Clocked Fair Queuing (SCF@)7] and Start-time Fair Queuind8] (SFQ) approximate(r) with
(respectively) the finish tag or start tag of the task in service attime

All WFQ algorithms have well-defined fairness bounds. SQEQ and SFQ[18] are among the
algorithms with the best known bound:

C?ax cmax
Ug + & (5)
fe = < ¢>f ¢g )

Most existing WFQ schedulers are designed for resources that handle one task at a time, such as
a router’s outgoing link or a CPU, and thus are not suitable for all computing resources (e.g., disk,
multi-processors, file servers). &ncurrency-controlled variant of SFQ (SFQ@9)) has been proposed
recently to deal with task scheduling in multi-tasking resoufdgsin this casel/,, also depends on
the maximum concurrendy allowed in the resource®. reflects a trade-off between resource utilization
and the worst-case fairness bound of the scheduler.

3.1. WFQ is not controllable

In this section, we show that, in the general case, WFQ algorithms cannot ensure any fairness bound
under dynamic control of the weights. For the proofs, we refer to WFQ algorithms that em{a)atg
the start tag of the last submitted task (e.g., $E8)). The proofs are similar for algorithms that emulate

Table 1

Frequently used symbols in this paper

Symbol Meaning

(D) Weight of flowf during time interval

P} Thej-th task of flowf

c) Cost of taskp’,

(i) Maximum cost for a task from flowduring time interval

v(t) Virtual time at timet

D(i) The maximum number of outstanding tasks during time interval
D'(i) The actual number of outstanding tasks during time interval
A(p}) Arrival time of taskp’;

S(p)) Start tag of tasl’;

F(p}) Finish tag of tasky’

W, (i) Total amount of work/cost served from flgiduring time interval
Uy,(i) The fairness bound during time interval

Uy The controllable fairness bound over a sequence of time intervals
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v(¢) by the finish tag of the last submitted task (e.g., SGE®Q), but are omitted due to lack of space.
We assume without loss of generality that all tasks have unit cost.

The proven fairness bounds for WFQ schedulers assume that flow weights are fixed over time. By the
definition of interval, the values of flow weights do not change for the duration of an interval. However,
when weights do change dynamically between intervals,¢.€i) # ¢ (i — 1) for some flowf, then
there may exist intervals in which a flow receives no service irrespectively of its weight setting. Consider
the example oFig. 2with two continuously backlogged flowandg. Suppose that during time interval
1¢, = 0.01 andg, = 1. fhas one task served, and the start tag of the next task is sg} te 100, as
S(p?) = max (Q 0+ 1/0.01) = 100 according t¢3). Flow g has the higher weight, so it has two tasks
served. Thus, by the end of intervalily) = 2. At the beginning of interval 2, the weights are changed
to ¢, = 0.5 and¢, = 0.5. Yet not a single task frorfiis processed, a%(pfc) = 100, well ahead of(r).

In fact, even a, = oo would produce exactly the same result, as the start tag of the second fagksof
computed using the weight during interval 1.

This counter example shows that, when flow weights change, there exist intervals during which the
bound of(5) does not hold. In other words, fairness may be arbitrarily bad in any single interval. That is,
flow performance may vary arbitrarily depending on past weight settings and flow activity. Thus, property
C.lis violated.

The root cause of this problem is that the tags of the backlogged tasks are not adjusted in any way
when the weights change. In order to improve the fairness of WFQ schedulers, we need to recalculate the
tags of backlogged tasks when weights change. One naive way of doing this would be to 2&-F4)s.
to recompute the tags of all backlogged tasks, every time the weights change. All flows would start with
a clean slate}((pg’c) = 0) for this interval. This re-computation would indeed result in a good fairness
bound for every single interva) as given by Eq(5). Thus, property C.1 would be satisfied. However,
as we prove in the following theorem, using this approach for tag re-computation does not provide a
fairness bound when looking over a sequence of time intervals. As a consequence, properties C.2 and C.
in Section2.2 are still not satisfied. But, first, we introduce the notion of controllable fairness to capture
the fairness of a scheduler when weights vary dynamically.

Definition 1. For any sequence of consecutive intervals (i, ---,i + N — 1) during which flowsf
andg are constantly backlogged and weightgi) and¢, (i) are constant within each intervali € T,
controllable fairness is defined as:

W (i W, (i
ieT ¢f(l) ¢g(l) ’

Here, U7, is the controllable fairness bound for the entire sequence of intervals.

time interval 1 2
¢ =0.01 $=0.5
flow | e o 1 Joves
0=1 $=05 f
flow g I | T P
virwal gy 23 4 5 100

real time —»

Fig. 2. When weights change in SFQ, there exist intervals in which a flow receives no service independent of its weight setting.
The white blocks depict task execution; the gray blocks depict backlog but no execution.
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time interval | 2 3

request 1 request 2 request 3 ‘
flow f I | ] e

flow g [

virtual ‘ ' ‘ /
time 0 0 0 0
real time —

Fig. 3. Example showing that it is possible to construct an unbounded number of consecutive intervals during which there is a
flow that receives no service, even though it has non-zero weight.

Theorem 1. When the flow weights can vary and the tags of backlogged tasks are recomputed using Egs.
(2)—(4)every time some weights change, then the controllable fairness is unbounded, i.e., U}, = oo.

Proof. We use a counter-example to show tbg, is unbounded a8/ — oo. Consider the scenario

of Fig. 3. There are two flowg andg that are continuously backlogged during an infinite sequence of
intervals. The start tags of the first tasks of both flows are set to 0 at the beginning of interval 1. WFQ
arbitrarily picks to submit the task ¢f At the beginning of interval 2 the weights are changed to some
new value (the actual value does not matter in this example). At this point, the task gfiflanll not
completed, thus, virtual time is still 0. After recomputing the tags of the backlogged tasks, the start tags
of the next tasks of both flows are again 0. The outstanding task/ffommpletes during interval 2 and
WFQ arbitrarily picks to submit the next task from flgiias both have the same start tag. This pattern of
execution and tag re-computation may continue for an infinite sequence of intervalg. relosives all

the resource, whilg gets nothingTheorem Ifollows directly from the above counter-example[]

We thus need a tag re-computation phase that results in bounded controllable fairNess as. A
scheduler with this property is presented in the following section. The discussion and counter examples
used in this section refer to resources that process one task at a time. The results are trivially applicable
to concurrency-controlled WFQ variants (e.g., SBR}4]).

4. Controllable WFQ

In this section we propose an extension to WFQ algorithms that provably provides good controllable
fairness and thus good predictability and responsiveness when flow weights change. In particular, we
present and analyze an algorithm called Controllable SFQ, CSFQ for short, which is an extension of
SFQ. The extension is also applicable to finish-tag emulated algorithms.

With C-SFQ, the following recursive computation is performed whenever any weights change. The
computation updates the tags of the backlogged requests of the flows for which the weight have changed.
Assume, without loss of generality, that there &g backlogged requests for flofiand that they are
numbered fromito j + O — 1. In the following equations,is the new intervalv(r) refers to the value
of virtual time as it evolved in previous intervals, according to WFQ.

jfl
F(pi™) = S(p) )+¢ 0’ (7)

S(py) = max @), F(p ), j<k<j+0Qy, (8)
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k

¢()

Eq. (7) recomputes the finish tag of the last submitted request offfi@vsome interval beford, as
if it had the new weight setting. The tags of the backlogged requests are adjusted accordingly8y Egs.
and (9)which are equivalent t¢3) and (4)of WFQ. Re-computatioi7) moves the start tag of the next
request of further down in time if the weight has decreased, and closer in time if it has increased. When
the weights have not changed, this algorithm reduces to the original WFQ algorithm.

The intuition behind the following theorem is that C-SFQ behaves exactly like SFQ within each interval.
Thus, the fairness bound within every single interval is the same as that of SFQ.

F(pY) =S+ =, j<k<j+0y. 9)

Theorem 2. For any sequence T of consecutive intervals during which flows f and g are constantly
backlogged, the controllable fairness of C-SFQ is bounded by:

. ) o ax(i)) 0
Uﬁg_rlrleTtx< 0,0) + o.0) ) (20)

Proof. Assume that for each intervalhere is a hypothetical SFQ execution, such that all the following
apply:

(1) For every flow, the weight of this execution is constant throughout the execution and equal to the
C-SFQ weight during, i.e., ¢’ = ¢%(i) for all . (2) At some point in time, the virtual time of the SFQ
execution is equal to that of C- SFQ at the beginning of intefviag., v*(r') = v°(r). (3) At that same
pointin time, the finish tag of the last submitted request in the SFQ execution is equal to the re-calculated
finish tag by C-SFQ at the beginning of intervaF* (pf) = Ff(pf ) for somek andj. (4) At that same
point in time, the set of backlogged requests for all flows in the SFQ execution is the same as that in the
CSFQ case. (5) From that point in time and at least for a period of time equal to that of intémesbFQ
scheduler receives the same sequence of requests as C-SFQ.

If C-SFQ executed/ steps in interval, all those steps would be identical to thefollowing steps in
the SFQ execution. Thus, the fairness bound of C-SFQ during intesalld be the same as that of SFQ
for the sameM steps.

We now needto showthat itis always possible to construct a sequence of requests for a hypothetical SFC
sothatallthe above hold. Itis trivial to construct such an execution using SFQ, by submlttlng arequestwith
costcf = F‘(p )¢>S , Whereg', = ¢%(i). This ensures thaIFS(pf) = cf/¢s = F‘(p )¢‘(1)/¢‘(1) =
F“(pjfl). If atthat pointe(r) > Fc(pf 1), themv*(¢') can be advanced t6(r) by sending one request from
flow g where the ratie, /¢, = v°(r) — v*(t). We do not need to consider the case whé(g < FC(pﬁfl),

as the max expression (8) favors theFC(p}_l) term. If at this point, SFQ instantaneously receives the
same set of requests as those backlogged in the C-SFQ case at the begintigr dfacklogged requests
will have the exact same start and finish tags.

We know that for any period of time[, ), SFQ ensures fairness boundedy, = (%X + K)

[18]. Thus, this bound holds for every single interval of an execution with C-SFQ. In fact, the fairness
bound in every single interval is a function of the maximum cost of the requests actually executed during
that interval (not of the maximum cost of any request of a flow). This results in a tighter fairness bound
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for each interval, defined as:
Cma l cmaxi
U (i) = OO}
’ ¢f(l) ¢g(l)

Thus, the fairness bound across a sequence of intervals is the worst bound among all individual intervals
in the sequence, given by Ed.0). O

(11)

As shown in Sectiob.2, the maximum concurrendy also needs to be adjusted according to system and
workload dynamics. A controllable scheduler must thus be fair even Wwhelmanges. We present and
analyze an algorithm called Controllable SBEQ(C-SFQQ) for short, which is an extension of SFQ)

[4]. The original fairness bound for SFQ) for when weights and do not change i#]:

¢f ¢g

Theorem 3provides the controllable fairness bound for C-SBY{vhenD as well as flow weights
change between intervals. To provide that bound we first prove the following lemma.

Cmax Cmax
f g
Uﬁgz(D%—l)(—l-). (12)

Lemma 1. The number of outstanding requests during interval i, denoted D'(i) is bounded by:
Dpo(i) = max(D(i), D(})), (13)

where D(0) = O and j, j < i is the latest interval before i during which a request was dispatched to the
service.

Proof. Consider a sequence of intervals during which all flows are constantly backlogged. lriterval

is the last interval beforeduring which at least one requests is dispatched. That means that the number of
outstanding requests durings D’'(j) = D(j). On the other hand, no requests are dispatched during any
interval betweegiandi. Thatis, the number of outstanding requests in all these intervBI$ky = D(}),

forall j < k < i. There are two cases to consider for intetival

(1) If D'(k) < D(i), there areD(i) — D'(k) new requests that the scheduler can dispatch to the service
in i. Thus, the maximum possible number of outstanding requests dusny, .. (i) = D(i) as the
flows are continuously backlogged.

(2) If D'(k) > D(i), anew request can be submitted only aft§k) — D(i) + 1 requests have completed.
Thus, the largest possihi#(i) occurs when no requestis completed in intefvBhat is, the maximum
possible number of outstanding requests dufiisgDy, .. (i) = D’'(k) = D(}).

In either caseDy,,(i) is independent of anp(m), m < j. O

Theorem 3. For any sequence T of consecutive intervals during which flows f and g are constantly
backlogged and both D and flow weights vary between intervals, the controllable fairness of C-SFQ(D)
is bounded by:

U, = max <(D§nax(i) +1) <c<£ f(g) N Cré/i (Xl(;)>> ’ (14)

where Dy, (i) is defined as in Lemma 1.
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Proof. When the maximum concurrengyis changed between intervals, the maximum possible number

of pending requests during some interied given by D}, .. (i) in Eq.(13). According to(12), the bound
for a specific interval is then O/, (i) + 1) (Céf(g) C;’)g(g)). Thus, the worst-case bound in sequefice

is the highest bound of any single intervat T, as given by Eq(14). [

In C-SFQQ), we now have a scheduler that is controllable, i.e., it provably satisfies all the requirements
stipulated in Sectio.2

5. Experimental evaluation

In this section, we present experimental results from a real system, that reconfirm the analytical results
of earlier sections. In particular, we make the following points.

e Demonstrate that the values of flow weights dndave to vary dynamically in order to enforce
performance goals, given the dynamics of a realistic system and its workloads.

e Show that a typical WFQ scheduler, SHE)(is not controllable in practice, when flow weights vary
dynamically.

¢ Confirm that the proposed WFQ extension results in fair, controllable schedulers for varying weights
andD.

¢ Perform a sensitivity analysis of the controllable fairness of C-ZHQfith respect to the values as
well as the deltas of weights aifil

5.1. Experimental platform

We use a three-tier system as our platform for all the experiments in this section. According to the
terminology of the previous sections, the entire three-tier service is the shared resource we are concerne
with. The system consists of three components: a web server, an application server and a database serv:
A controlled scheduler is placed on the network path between the clients and the service front end (web
server). Client requests are intercepted by the scheduler which aims at enforcing proportional sharing.
The scheduler forwards the requests to the web server and, unless they are for static content, they ar
forwarded to the application server. The application tier generates a dynamic page from information it
obtains from the database server. The application server then forwards the generated page to the we
server, which, in turn, responds to the client that requested it. Responses are also intercepted by the
scheduler for keeping performance statistics.

The web, application and database servers are hosted on separate server blades, each with two 1 Gt
Pentium Il processors, 2GB of RAM, one 46 GB 15 krpm SCSI Ultral60 disk, and two 100 Mbps
Ethernet cards. The web server is Apache version 2.0.48 with a BEA WebLogic plug-in. The application
server is BEA WebLogic 7.0 SP4 over Java SDK version 1.3.1 from Sun. The database client and server
are Oracle 9iR2. All three tiers run on Windows 2000 Server SP4. The site hosted on the three-tier system
is a version of the Java PetStoseafra . sun . com) that has been tuned in order to support a large number
of concurrent users.

The workload applied to this system mimics real-world user beh§l@jon the PetStore shopping site.
These users log in, browse and search for products, put products in their carts, and sometimes checkol
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the cart which gives rise to credit card verifications, adjusting inventory, etc. The end-to-end latencies
vary between 10 and 700 ms for the various operations. The workload also captures the corresponding
time scales and probabilities these occur with. This workload is generatediisifiger £ on a separate
machine that is identical to the ones above but runs Linux. The scheduler and controller also run on this
machine. For the experiments in the rest of this section, we generate 80 concurrent client sessions and
we usually consider two flows each consisting of 40 clients. The sample interval for gathering statistics
and for changing the weights afdis 1 s.

5.2. Weights and concurrency degree need to vary continuously

This section demonstrates that the weights and the concurrency d&jreea(scheduler have to be
continuously adjusted to meet performance goals. There are a number of reasons for this: variation to the
service capacity, changes to the number of clients accessing the service, and modifications to the service’s
hardware or software.

For example, consider the scenario of the left graphign 4. There are a number of flows accessing
the system, but we show the performance of only one of these. This flow has a latency goal of 60 ms.
At different instances during the depicted run, different weights are needed to meet that latency goal. At
some points a weight of 0.3 is sufficient, while at different points even a weight of 0.7 is not enough. If a
weight of 0.7 would have been chosen constantly, the latency goal would have been met most of the time
by a wide margin, thus wasting valuable resources that other flows could have used. It is thus desirable
to adjust the weights dynamically in reaction to the obtained performance. Note, that this experiment
was performed on a dedicated system and network, with a constant number of clients accessing a single
application that does not change. Even under these ideal condition, we see a lot of variation in the latency
provided by the system due to its unpredictability.

The degree of concurrenéyneeds also to be dynamically adjusted, for the same reasons. We demon-
strate this need with the example of the right grapkim 4 where we have a flow with an end-to-end
latency goal of 50 ms. Before 60s, either valuelof2 or 16) can achieve the goal most of the time.

In this case, ab = 16 should be preferred, as it provides higher system throughput. But after 60s,
D = 16 cannot meet the latency goal any longer, thus it needs to get adjusted down to 2 to meet the goal
again.
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Fig. 4. Demonstrates the need to rapidly adjust flow weightsianthe graph on the left shows how two different weights
values produce very different end-to-end latencies for a flow. The graph on the right shows how two different sditiregsi b
in different latencies.
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5.3. Fairness of SFQ(D) and C-SFQ(D)

In this section, we evaluate the effects on controllability due to the proposed tag recomputation al-
gorithm. In particular, we focus on the effective differentiation achieved by BF&@td C-SFQD) and
how this varies with changes in the values of flow weights BnilVe use the following metric, called
unfairness 1), to quantify effective differentiation.

Definition 2. For a set of flows, the unfairness of the resource allotment to flowe F compared to
all other flows during intervalis captured by:

o) W)
deF ¢g(l) deF Wg(l) '
An unfairness of 0 means that the scheduler is perfectly fair and provides perfect differentiation, while
an unfairness of 100 signifies no differentiation at all. The higher the unfairness exhibited by a scheduler,
the harder it is to control that scheduler for enforcing performance goals.

First, we analyze the effects of the weight values on unfairness. Our goal is to capture the effects
of the entire spectrum of possible weight values (a controller could set a weight of any value) without
skewing the results due to a specific algorithm of changing the weights between intervals (e.g., a smooth
gradual change could have a lesser impact on unfairness). Thus, we set the flow weights randomly using
a white noise generator. Unfairness results with an actual controller are reported in Settior the
experiments reported iRig. 5 we consider runs with two flowg,andg. At every sample intervalp s
is set to a random number uniformly drawn from the intervall@); the weight of flong is set to
¢, = 100— ¢ ;. The maximum concurrency in the service is set to 4. The results are only shown for flow
f, as the same conclusions can be drawn from the results ogfldlwe left graph irFig. 5shows that the
unfairness of C-SFQ(D) is approximately two orders of magnitude lower than that folZ§F&jout
99% of the sampled intervals have an unfairness of less than 1 for CE§R{ile for SFQD) 90% of
the intervals have an unfairness higher than 1. Indeed, 40% of those intervals have an unfairness highe
than 25, which we will see later in Sectidm results in an uncontrollable system.

But itis not just the absolute weight values that affect unfairness. The exantfitp @showed that the
larger the relative change, the longer it takes for weight settings to have any effect on the flows resulting
in higher unfairness. To examine howaight delta (¢ ) affects the unfairness of a scheduler, we have

T(f) = 100
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Fig. 5. Sensitivity analysis of the unfairne¥$f) of SFQQ) and C-SFQP) against weight settings and changes during a run
of 1000 intervals. The graph on the left shows the CDF of unfairness for all the intervals of a rureftfseis in logarithmic
scale). The graph on the right shows unfairness against the relative weight changes (both axes are in logarithmic scale).
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plotted the unfairnes¥(f) of SFQ) and C-SFQP) as a function of relative weight change, in the right
graph ofFig. 5. The results come from the same experiment as in the left graph. Relative weight change
in the case of two workload&andg is defined as:

_1 <|¢f(i)—¢f(i—1)| N |¢g(i)—¢g(i—1)|>
2\ -1 $i-1) )’

We see that the unfairness of C-SEQ(s approximately two orders of magnitude below that of
SFQQ), for an average change of 10% or more, (i) > 0.1. As we have seen in Sectiét, weight
changes of that magnitude are not uncommon in real systems. The unfairness of &y S&ffrs no
substantial degradation as the relative weight change increases. Thus, D}8BQbe safely used even
with aggressive controllers.

Let us now examine how, the degree of concurrency allowed in the service, affects the unfairness of
a scheduler. The focus is on C-SH®)( as we have just shown that SHQ)(is unfair irrespective ob.

Fig. 6shows the unfairness as a functionnfThe weights during each interval are still picked randomly
using the process described previously. From the graph on the left, we can see that unfairness increase:
with the value ofD, as expected frorftheorem 3 Up until D = 16, unfairness increases by less than
100% at each data point, butlat= 32 it jumps up by one order of a magnitude. This is due to the effects

of work-conservation kicking in somewhere betwdgr- 16 andD = 32. ThatisD is high enough that

not all flows remain backlogged constantly. When this occurs, the scheduler purposefully violates the
fairness condition in order to use the system efficiently.

On one hand, work-conservation is a desired property as it increases the total throughput of the system
and the utilization of service resources. Onthe other hand, it has a negative effect on the ability to control the
system. Thus, the value Bfmust be chosen so that the system is operating at nearly full capacity while un-
fairness is low at the same time. The right grapFigt 6plots the total throughput of the system as a func-
tion of D. We can see thdd = 8 or D = 16 provide a good trade off between throughput and unfairness.
Another issue to be considered is the effectd oin end-to-end latency, i.e., the response delay perceived
by the clients of the service. As the right grapliFig. 6shows, the median end-to-end latency goes down
asD increases, due to the parallelism inside the three-tier system. It reaches its minimum ¥alue3at
This is compatible with the values fér derived from the trade-off between unfairness and throughput.
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Fig. 6. Analysis of the effects of the degree of concurrebdp C-SFQP). The graph on the left shows the relation between
unfairness and values Bk The graph on the right shows the aggregate throughput and the end-to-end latency obtained from the
service for different values db. The dots are the median values and the error bars show the 5th and the 95th percentile of the
measurements.
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Fig. 7. Demonstrating the ability of SFQ) and C-SFQD) to meet performance goals when the STR controller from Se2tn
sets the weights every 1s. The two graphs show latency and unfairness.

5.4. SFQ(D) and C-SFQ(D) with an adaptive controller

This section demonstrates that the high unfairness of B;@en weights vary, impairs the feedback
loop’s ability to control the system in practice. We compare it against C-BF;@( a closed loop system
that uses the controller from Sectidr2to automatically adjust weights according to system and workload
dynamics.

Fig. 7 plots the end-to-end latency and unfairness for one of four flows over a 35 s time window of the
execution. The results for the other flows are similar; they are omitted to avoid overcrowding the graphs.
There are two main observations to make. First, the actual performance is close to the latency goal with
C-SFQQ). (The small violations of the goals are due to the nature of the controller. Typically, a controller
takes no corrective action unless there is a violation of the goal.) The performance db)SBQthe
other hand, fluctuates much more widely. There are times at which it is completely off the goal. Second,
during the periods in which the performance is far from the goal for 3Qle unfairness is high. The
unfairness peaks at 18, 23 and especially between 30 and 35s. This shows that fairness is crucial fo
successfully controlling the system to achieve performance goals.

6. Related work

The possibility of using feedback from the system to dynamically control a scheduling mechanism and
meet performance goals has been discussed in the litefttf. In one case, flows are assigned fixed
reservations, which are enforced using resource-specific schedulers for CPU and disk. Feedback abot
the actual performance each flow receives is used to decide how to share any unused resource capaci
among active flow$9]. In another case, a learning heuristic is used to adjust flow reservations, so as to
maximize the number of flows that meet their response latency fidglsExisting research has neither
identified the desirable properties of schedulers to be used with such feedback loops, nor analyzed the
effectiveness of existing schedulers in that context. Our work is applicable to the design of any such
feedback-based resource control approach.

Extensive research in scheduling for packet switching networks has yielded a group of Weighted Fair
Queuing variants for link sharing in communication networks, including V8D SCFQ[17], and SFQ
[18]. Fair queuing has been adapted to other contexts such as disk schéglyldBU scheduling1],
and server resource managem@it
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7. Conclusions

In this paper, we are concerned with the problem of enforcing application-level performance goals in
shared computing infrastructures. We proposed doing this by varying the parameters of proportional share
schedulers using adaptive feedback-based control. Proportional share schedulers are most commonly
implemented using variants of Weighted Fair Queuing (WFQ). We proved that existing WFQ schedulers
are unfair and unpredictable when the flow weights vary. That makes them ineffective in the presence
of dynamic control. We defined controllable fairness, a stronger notion of fairness for this case, we
proposed a tag adjustment algorithm that ensures that WFQ schedulers are controllable-fair, and proved
the properties of the resulting schedulers.

To validate the analytical results, we performed an experimental evaluation using a three-tier Web
service. We confirmed that a typical concurrency-controlled WFQ scheduler,[8F&hibits poor
fairness when flow weights vary by as little as 1%. On the other hand, a controllable-fair WFQ variant,
C-SFQQ), is shown to exhibit fairness that is in average two orders of magnitude better. We perform a
sensitivity analysis of the controllable fairness of C-SBj¥gainst the values and deltas of flow weights
and the degree of concurrency, which shows that C-SiFQdn be used even with aggressive controllers.
Finally, we demonstrate that, due to its good controllable fairness, CI3F@0 indeed be used with an
adaptive feedback controller to enforce performance goals in shared services.
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