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Abstract

Disk drives are now available with capacity and price
per capacity comparable to (and in some cases better
than) nearline tape systems. Given dsks auperior per-
formance, density and maintainability characteristics, it
seems likely that disks will soon overtake tapes as the
backup medium of choice. In this paper, we outline the
potential advantages of a backup system composed of
high-capacity disk drives and describe what implica-
tions such a system would have for backup software.

1 Introduction

The world has an enormous rate of data aeation, and
thisrate is growing over time. A recent study by Lyman
and Varian at UC Berkeley’s School of Information
Management and Systems estimates that the world cre-

ates between 1 and 2 exabytes (108 bytes) of data per
year, the equivalent of 250 MB per person for each man,
woman and child on earth [18]. They estimate that infor-
mation production will increase by roughly 50% per
year.

Further corroborating evidence is provided by Dr. Greg
Papadopoulos, the Chief Technical Officer (CTO) of

Sun Microsystems, who estimates that the [/O capacity
and associated processing demands for decision support

(DSS) databases double every 6 to 12 months [22], a
rate supported by the large commercial systems summa-

rized in the Very Large Database (VLDB) surveys per-

formed by Winter, et al. [29] [30].

Regardless of the exact growth rates, the lessons are
clear: data storage demands are huge and they are grow-
ing over time. An important challenge of this growth is
the requirement of backing up this datafor archival pur-
poses and for recovery from various errors and failures.

Backups are done for multiple reasons [2] [4] [20]:

1. protection against user or software errors

2. protection against independent media failure (e.g.,
disk or other component failure)

3. protection against correlated mediafailure (e.g., site
failure or disaster)

4. long-term storage of archival data, and

5. bulk movement of data between weakly connected
Sites.

All backup solutions are based on some form of data

redundancy, with the precise solution dependent on the

backup goal. User and application software errors are

most often corrected through the use of online file sys-

tem snapshots or the creation of backup tapes. Indepen-

dent media failures are generally addressed through the

use of hardware redundancy, such as RAID techniques.

Correlated media failures must be solved through the

use of additional uncorrelated media. For instance, sites
ship locally-created backup tapes off-site or duplicate
data over a wide-area network. Finally, archival storage
uses easy-to-read-formats on very stable storage media.

Although existing solutions are mostly adequate for
backup of today’s systems, several challenges remain
that can be improved by disk-based backup.

First, the poor random access performance of tape
media means that partial restores of a data set take a
long time, and that dfferent users can’'t simultaneously

share asingle tape for restores. Disks have random posi-

tioning performance over 1000x better than tapes do.

Second, the expense of tape drives, and the need to ver-
ify a tape with a different drive because of head drift
leads some administrators to skip testing their backup
tapes. Disks have better sequential performance, so the
time to test the backup is reduced. Furthermore, each
disk has its own read/write head, eliminating the con-
cern about head drift.

Third, some industries have legal requirements to store
data for along time period, which requires a very stable
storage medium and a data format that will be decipher-
able in several decades. Tapes have had many formats
over the recent decades and tape drives can have cali-
bration problems. Conversely, disks hide the physical
format, and have had few interfaces. Similarly with the
integrated read/write head, disks have fewer calibration
problems.

Finally, disk bandwidth and capacity are starting to out-
strip tape bandwidth and capacity, leading to solutions
that require multiplexing of disks and tapes. This prob-
lem will only be exacerbated as the performance of
tapes continues to get worse compared to the perfor-
mance of disks.

The characteristics of disk-based backup have implica-
tions for the creation of backup software. Backup soft-
ware protects data by maintaining a read-only copy that
cannot be inadvertently corrupted, and by providing an
aternate (and possibly simpler) software path to that of
asnapshotting file system. A backup system that keeps a
fraction of its disks online may be able to approximate
the performance of an online snapshot, allowing greater
simultaneous sharing, while still maintaining the data
protection properties of a backup. Key challenges lie in
designing backup software for optimizing reliability and
data integrity, scheduling the resources of the backup
appliance, and developing APIs for giving users and
applications more control over how backups are per-
formed.

The remainder of the paper is organized as follows. In
Section 2, we present data to support the observation



that disks are starting to win the capacity and price/GB
race against tape. Section 3 describes the numerous per-
formance, density and maintainability alvantages that
disks possess over tapes. We describe the implications
that these disk characteristics present for backup soft-
ware in Section 4. We review related work in Section 5
and conclude in Section 6.

2 Technology Trends

Although we traditionally think of magnetic tape as pos-
sessing higher capacity and lower price/GB than mag-
netic disk, technology trends demonstrate that these
tides are turning.
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Figure 1: Capacity trendsfor magnetic tape and
magnetic disks [8] [24].

Figure 1 shows that DLT (digital linear tape) tape's
capacity lead over IBM 3.5” magnetic disks has shrunk
over the last 15 years. In fact, with the introduction of
Seagate's 180 GB Barracuda (scheduled to ship in the
first quarter of 2001), disk has taken the lead in the
capacity race [26].

Surprisingly, high-capacity disk drives provide compa-
rable price/GB to tape media. Table 1 compares the
media price per GB of disks and tapes, as well as the
system price per GB, including an enclosure for disks,
or atape autol oader and tape drive for tapes. Disk media
price is within 3X of tape media price, and disks cost
less per GB than tapes, once the drive and tapes sup-
ported by the autoloader are taken into account.

Gray and Shenoy have made similar observations
regarding the relative price between disks and tapes [6].

They report prices of $33/GB for server-class packaged

disks and about $10/GB for a tape system, including a
single drive and 15 tape cartridges.

Given the large capacity of disks relative to tape and the
comparable price per capacity, it is time to rethink
tape’ srole as the backup medium of choice.

3 Potential Benefits of Disk-Based Backup

Disks confer numerous benefits over tape, which may
make them a more attractive alternative for use in
backup systems. In this section, we enumerate the per-

formance, density, legacy, maintainability, and lifetime
benefits of disks and their implications for backup sys-
tems.

3.1 Performance

Disks offer anearly 7X speedup over tape for sequential
accesses; their average positioning time is over three
orders of magnitude better than tape. These disk perfor-
mance advantages dfect the design of a backup appli-
ance. First, due to their superior sequential bandwidth,
disks will be better for creating and fully restoring
backup volumes. This performance dso allows for eas-
ier verification and more efficient data scrubbing opera-
tions. Furthermore, disk bandwidth scales more cheaply,
as each disk adds bandwidth whereas only expensive
tape drives improve tape system bandwidth.

Second, the superior random positioning performance of

disk implies that disk will be better at partial restora-
tions, which require the backup system to search for a
particular file or directory. Data can be read directly
from an online backup disk nearly instantaneously,

alowing the backup system to provide performance
similar to afile system snapshot stored in the traditional

online disk subsystem. An additional benefit of disks

random performance is that a disk-based backup system
is more shareable, in that it could easily satisfy restore
reguests from multiple users.

3.2 Density

Disk-based systems may provide potential packaging
density advantages, which will be attractive for environ-
ments where spaceis at a premium, such as large ISPs.

If we design the appliance so that only a small fraction
of the drives are powered on simultaneously, power and
cooling requirements are reduced, and we can package
the drives more densely. Keeping only a few drives on
at atimeissimilar to how tape systems keep only afew
tapes loaded. The delay for starting a drive is less than
10 seconds, which is comparable to tape |l oad time [17].

The dimensions of alow-profile drive are 25.4 mm (H)
x 101.6 mm (W) x 146.1 mm (D). In the 44.0 mm X
482.6 mm x 715.0 mm volume of one standard rack unit
(commonly abbreviated as 1U), we could fit a grid four
disks wide by four disks deep, assuming that all power
supplies, cabling, etc. are placed “above” the disks in
the package.

Using 60 GB Maxtor drives, our 1U backup appliance
could hold 960 GB of disk storage, yielding a packaging
density of 63.2 TB/m3. In contrast, the ADIC FastStor22
tape autoloader holds 22 40 GB tape drives in a space
241.0 mm x 589.0 mm x 190.0 mm, yielding a packag-

ing density of 32.6 TB/m3. Thus, a disk-based backup
appliance could provide roughly 2X more capacity per
volumetric unit than a tape-based system.

3.3 Qupport for Legacy Devices

Disk-based backup systems may handle legacy archival
devices better than tape-based backup systems. The



Enclosure Product Enclosure Enclosure Media MediaPrice Media System Price/
Capacity Price (US$) Capacity (US$) Price/GB GB

HP SC10 JBOD disk tray (assume 10 600 GB (min) to $4989.00 60 GB x 20 $4500.95 $3.75/GB $15.82/GB to
- 20 LP disks) 1200 GB (max) $7.91/GB
ADIC FastStor22 DLT8000 auto- 880 GB $9494.95 40GB x 7 $466.95 $1.67/GB $12.46/GB
loader (1 drive, 22 tape capacity)
AIT2 tape autoloader (1 drive, 19 tape 950 GB $8816.95 50 GB x 10 $1133.95 $2.27/GB $22.17/GB
capacity)
IBM 3581 Ultrium tape autoloader (1 700 GB $12178.00 100GB x 1 $131.95 $1.32/GB $18.72/GB
drive, 7 cartridges)

Table 1: Price per capacity for online magnetic storage [3] [12]. We show native data capacities for the various media;
additional capacity may be available through the use of various compression techniques. Disk media data is provided for the
Maxtor DiamondMax EIDE UDMA 3.5 low profile disk [17]. We calculate system price per GB as the price of the disk enclosure
or tape autoloader plus the minimum number of media packages to fill the device. For example, the price/GB for the ADIC

FastStor22 includes the price of 4-7 paks of DLT tapes.

magnetic tape market has been unable to agree on asin-

gle standard over the years, resulting in a proliferation
of formats, such as digital audio tape (DAT), digital lin-

ear tape (DLT), advanced intelligent tape (AIT), 8mm

Mammoth tape, and linear tape open (LTO). In order to
restore data from a tape, an administrator must find a
tape drive of the correct format to read the tape's con-

tents. In contrast, the disk industry has far fewer stan-

dard interfaces, namely SCSI and (E)IDE/ATA.

Although these standards have evolved over the yearsto
increase the available bandwidth, in general, backwards
compatibility has been retained. In addition, disks
include their own read/write heads, eliminating the need
to search for a separate drive to retrieve data.

3.4 Maintainability

Disk-based systems require less maintenance to con-
tinue operating properly than tape-based systems. Tape
drives need to be periodically cleaned with a specia
cleaning cartridge in order to work properly. Tape
drives also need to be periodically serviced [20] to make
sure that head drift doesn’t render a tape written on one
drive unreadable on all others. In contrast, disk drives
are enclosed media, which don’t require cleaning, and
each disk includes its own read/write head, so head drift
is not an issue. Like tapes, disks should be periodically
read to ensure the disk mechanism still works properly.

3.5 Lifetime

Empirical evidence suggests that disks could have a
shelf life as long as, and possibly longer than, the shelf
life of tapes, implying that they may ultimately be better
archival media. Although most DLT tape product litera-
ture statesthat DL T tapes have a shelf life of at least 30
years [21], system administration experts generally
advise re-recording data that is stored longer than three
years, to ensure that the data remains readable [20].
Disks generally come with warranties for three years for
desktop (E)IDE/ATA disks to five years for enterprise-

class SCSI disks. According to expertsin the disk drive
industry, the operational lifetime of a disk drive, which
is determined by the number of power on hours, could
conceivably be as long as ten years [1]. Powering the
disk off, with its head parked away from the disk sur-
face, might provide such longevity. Disk drives with
even longer lifetimes and the appropriate non-operating
characteristics could be designed for use as archival
removable media, but so far the market has not
demanded a disk drive optimized for such purposes.

4 Implications for Backup Software

As described in the previous section, disks provide
many potential hardware-related benefits for the devel-
opment of a backup appliance. In this section, we
describe the implications of disk-based backup for the
development of backup software.

4.1 Design for Reliability

As described in Section 1, one solution to data loss due
to user errors and application software bugsis using ver-
sioning, snapshots or checkpoints in the file system [9]
[10] [11] [19] [23] [25]. Online copies provide fast
access in the event of inadvertent data deletion or cor-
ruption.

Unfortunately, snapshots or versions do not protect
against kernel or filesystem bugs. Filesystems are com-
plex, and online snapshots and versioning increase the
complexity. Backup software conversely, does not sup-
port updates to data, so it can treat the backup media as
write-once, lowering the chance of accidental corrup-
tion. Furthermore, backup software provides a separate
code path for archiving data, which avoids correlated
system software failures.

The backup system’s focus on reliability means that we
can design it to trade off reliability for performance.
One approach is to increase the checks applied by the




backup software. If each software layer checks the
results of computations it has requested from the other
layers, the software can more easily diagnose when a
software error occurs and assign accountability. For
example, a component could immediately re-read data
after writing it to verify that it has been written cor-
rectly.

As another example, if the backup software computes a
checksum or hash for each data block written to a
backup archive, it is easy to verify whether the data has
become corrupted. As mentioned in Section 3.4, a
backup disk’s contents should be periodically read to
ensure that the disk mechanism still works properly.
During this scan, checksums and hashes could be
recomputed, thus verifying that the data remains uncor-
rupted.

As afinal example, if the backup system uses a redun-
dant representation for the data, the software could sim-
ulate failures of the hardware and check that the data is
correctly re-constructed before considering the write to
be successful.

4.2 Design for Sharability

Fast random disk seeks make it possible to multiplex a
backup appliance among multiple users, permitting fair
sharing of user-initiated backup and restore. To bound
the amount of time spent seeking to 1%, a disk-based
system with a .01s seek time can schedule a particular
user for 1 second. Conversely, a tape-based system with
a 60s seek time must spend 6000s on each user. A disk-
based system can therefore share the appliance between
users, as a 1s quantais acceptabl e for restore operations.
The ability to schedule and share the backup appliance
is especially valuable for xSPs, who may want to pro-
vide abackup “service” for the clients they host.

A disk-based backup system can also achieve the
“instant restore” behavior of an online shapshot while
retaining the data protection benefits of a separate
backup system. The directory structure is restored
immediately while the actual dataisrestored on-demand
(and in the background), as is done in hierarchical gor-
age management systems [27].

A disk-based backup system has to schedule on-demand
reguests, background restores, and periodic data scrub-
bing. Recall from Section 3.2 that we only allow a small
number of drives in each 1U dice to be active at atime.
Thus, in addition to scheduling different types of
requests, the backup system must schedule the order in
which drives are made active.

However, we have the advantage over many scheduling
systems that all of the operations required for a restore
are generally known in advance, which makes the
scheduling task easier. Furthermore, if we have multiple
mirrors of a particular file for further redundancy in the
backup system, we can choose which of the copies to
restore, providing more flexibility in the scheduling.

We therefore envision an interface where the adminis-

trator controls the fraction of the backup utility assigned
to each user (a la proportional share scheduling [28]),
and the system is responsible for scheduling the order of
the users and the operations for each user efficiently (for
example by earliest deadline first).

4.3 Design for Longevity

A final opportunity for backup software is to automati-
cally convert data formats commonly used today into
formats that will be easy to read many years in the
future. For instance, the backup system could extract the
text from a Microsoft Word document, or generate a bit-
map of each page. This service is most useful for impor-
tant documents, whose contents must be preserved for
the long-term. The backup system could define an API
for letting users specify which files should be translated,
and for what source and destination formats. It could
even automatically translate recognized formats when
the archival backups are created.

5 Related Work

Although several researchers have made the observation
that cheap disk storage could change the way we think
about protecting data, we are aware of no work that
explores this concept in depth. The closest work is Gray
and Shenoy’ s paper on rules of thumb in data engineer-
ing [6]. The authors observe that disks are replacing
tapes as backup devices, because disk prices are
approaching nearline tape prices. They derive the useful
rule of thumb that nearline tape:online disk:DRAM stor-
age price ratios are approximately 1:3:300. We observed
the same tape:disk ratio in Section 2 for media prices,
but found that the price of packaged disksis comparable
to the price of nearline tape systems.

Santry, et al., have proposed that large cheap disks
should be leveraged to provide afile system that retains
al important versions of afile[25]. Their Elephant file
system manages data using file-grain user-specified
retention policies, an approach that contrasts with
checkpointing file systems, such as Plan-9 [23], AFS
[11], and WAFL [10], where file system-wide policies
govern periodically generated snapshots of entire file
systems. Many of these systems also provide backup
that is integrated with file system snapshotting [7] [14]
[15] [23]. All of these techniques apply to a disk-based
backup system, as well. The key goal that must be pre-
served is the distinction between the read-only backup
copy and the live file system to provide data integrity.

Hierarchical storage managers, such as Tivoli [27] and
IBM’s ADSM [13], manage the migration of data
between magnetic disk, magnetic tape, and optical disk
drives. Upon access to files stored on slow media, the
HSM system restores the file system structure immedi-
ately, and data is restored as files are accessed. As
described in Section 4.2, a disk-based backup system
can leverage this technique to achieve the instant restore
behavior of online snapshots.

Chervenak, et al., provide a thorough survey of backup



techniques, including device-based vs. file-based
backup schemes, full vs. incremental backups, optional
data compression, and techniques for backing up a live
system [4]. The authors then classify several research
and commercial backup sysems according to these
parameters.

6 Conclusions

An astounding amount of datais created each year, and
it is not clear that current tape-based backup technology
can keep up with this data production rate. We observe
that tapes no longer hold their tremendous capacity and
price per capacity advantages over disks: disks are now
available with capacity and price per GB comparable to
that of tape. We believe that these technology trends
will result in a shift towards using disks for backup.

Disks confer tremendous hardware-related benefits for a
backup system. We described the advantages of disk
performance, packaging density, support for legacy
devices, maintainability, and potential lifetime benefits
relative to tapes.

The characteristics of disk-based backup have implica-
tions for the creation of backup software. Backup soft-
ware protects data by maintaining a read-only copy that
cannot be inadvertently corrupted, and by providing an
aternate (and possibly simpler) software path to that of
asnapshotting file system. A backup system that keeps a
fraction of its disks online may be able to approximate
the performance of an online snapshot, allowing greater
simultaneous sharing, while still maintaining the data
protection properties of a backup. Key challenges lie in
designing backup software for optimizing reliability and
data integrity, scheduling the resources of the backup
appliance, and developing APIs for giving users and
applications more control over how backups are per-
formed.
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