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Abstract

We present a new mechanism for encouraging risk taking aagani-
zations that relies on the provision of decision insuravamanagers. Since
insurance increases the likelihood of free riding, we algooduce a tech-
nigue that mitigates this moral hazard by automaticallyfiging the social
network around the manager and using it as a monitoring group

We show that three possible regimes exist. In the first oneagprs
contribute to production but avoid risky projects. In the@sd, managers
take on risky projects without free riding. In the third, yhieee ride. We
establish the conditions for the appearance of each of tkggaes and show
how to adjust the mechanism parameters so as to get the highescted
payoff for the firm in spite of its risk-adverse managers.



1 Introduction

While most organizations consider taking risks as an essential part o§tlogiess,
few have actual policies to encourage risk taking on the part of their reamagd
employees. Among the reasons, there are subtle assumptions aboutingktak
give it a negative connotation within an organizational setting [15]. Asvshay
March and Shapira [16], the discussion around the value of risk in nngahza-
tions is two sided. While it is often stated that risk taking is essential to innovation
and progress, it is also sharply distinguished from gambling or playingdtls, o
which has a negative connotation. Managers emphasize this differeceede
their experience teaches them that the appropriate choices are thdsengvo-
desirable outcomes that can be avoided, whereas by gambling they actuatly me
risk taking that turns out badly. Thus, risky choices that fail are seanistakes
that could be avoided, a perception that discourages managers frong takse
risks. This results in organizations that reward outcomes, not decisions.

In addition to institutional barriers, there are problems that stem from the way
individuals actually evaluate and act when confronted with risk [11].a been
known for a long time that people’s perception of what constitutes a ramsiemt
does not conform to its statistical definition [29]. Equally important, the evialna
of probabilistic events suffer from framing issues that are by now wellidented.
Early on, Kahnemann and Tversky [12] established that when indiladieal with
risky alternatives whose possible outcomes are generally good they tbadisk
averse, but when dealing with risky alternatives whose possible outcmaesor
they become risk seeking. Moreover, a number of empirical studies havens
that managers are quite insensitive to probability estimates of possible outcomes
and do not understand or trust probabilistic measures [26, 4, 27].whed they
can estimate probabilities, they are often reluctant to change their behacade
of their status quo biases [22, 2].

A large empirical study of decision making by managers in different organiz
tions [23] showed that it is often the magnitude of the value of the outcome that
determines what managers do when making decisions, rather than its weighting
by the probability of its likelihood. In addition, other authors [1, 18] showreat
managers make decisions based not on the unpredictability of outcomes but o
their costs, which renders risk equivalent to hazard-the value of tagnex out-
come rather than its variability.

Furthermore, it is often the case that if a manager is above a performagee ta



her primary focus is on avoiding actions that might place her below it, thus ignakin
the opportunities for gain less salient. And for those below target, the desire
reach it focuses attention in a way that leads to excessive risk takin@3123].

Given all these considerations and the vast literature that validates them, it is
desirable to establish mechanisms and policies that encourage risk taking on th
part of managers that—for the multifaceted reasons outlined above-laaeeise.

A familiar incentive consists in awarding stock options to executives to align
their interest with that of the organizations they lead. Stock options carfdie ef
tive [21], but can also suffer from deleterious outcomes [7]. Formgta, if priced
too high and over too short a term, they can encourage the executive eorislak
seeking decisions that can be dangerous for the company, in the hompakivfy
the option valuable to her. On the other hand, if priced too low, options tend to
make the executive risk averse, as he will want to keep the advantafggreoon
the day of their issue.

Other kinds of compensation schemes include pooling and tournaments. Such
compensation schemes can be useful in small teams as they both avoid the free
rider problem and provide stronger incentives through a visible caiomdzetween
effort and results [17]. The work we present here can be seamaardn spirit to
this team based profit sharing approach, with the added advantagevafipg an
automatic mechanism to identify suitable teams through communities of practice
discovered through online network communication patterns [28].

Another possible way to encourage risk taking would be to resort to neig kin
of insurance. Recently, several economists have suggested extérlingnce to
a variety of other risky endeavors, such as consumption-indexed pdsision
funds [19], options on business cycle variables such as consumiéderwe in-
dices [10], the choice of a professional career and volatile propaltes [24, 25].
While provocative, these proposals suffer from the problem that theleimgnta-
tion requires the creation of groups willing to assume these risks and to gaiglen
experience for actuarial tables to become useful tools in assessingdseting
premiums. Equally difficult, the implementation of any new insurance mechanism
has to contend with moral hazard, i.e the tendency of individuals to chaege th
behavior in such a way that the insured outcome becomes more probabtbeAn
issue with insurance is adverse selection, in which only the poor perfsxcheose
to seek insurance.

As we show in this paper, a properly designed decision insurance msehan
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can be readily implemented within organizations so as to increase the likelihood
that managers will behave towards the best interest of the enterprisenéan

they are risk averse. Because in general there is no one-to-one mdyghween

a decision and an outcome compensation schemes solely based on outcegnes ha
difficulty discriminating among the decision choices that managers had that led to
those outcomes. This leads to risk averse managers emphasizing deciaitons th
lead to a subset of safe outcomes.

Equally important, we show how one can use the social network of the manage
to help reduce the moral hazard inherent in this insurance. We do sddyatit
cally identifying the community of practice around a given manager from patter
in email exchanges in the organization. From this community of practice one can
set up a monitoring group whose ability to detect free riding more than compen-
sates the possibility of false positives, ie. construing as free riding whmait ien
the part of the manager. Likewise, this implementation within the enterprise offer
the possibility of addressing adverse selection by making participation maypdato
for all managers.

A quantitative analysis of all the factors that enter into this decision insaranc
leads to the conclusion that three possible behavioral regimes exist. Irsttant,
managers contribute to production but avoid risky projects. In the seegnue,
managers adopt a risk neutral stance when taking decision insuranite third
one, they free ride by not giving the full attention to the decision problehaad
while relying on their share of revenue from the efforts of others to coisgte for
the resulting low performance of their own projects.

These three regimes are illustrated by considering a model of risk aversion
based on expected utility. While this model does not capture the full range of
human behavior under risk, it nevertheless gives useful quantitatbighiis on
how decision insurance can operate in realistic organizational settingghefive
compute the conditions for the appearance of each of these regimesoantdah
one can adjust the payoffs so as to be in the desirable state, i.e., givinigiesth
expected payoff for the organization in spite of having risk-adverseagers.

This paper is structured as follows. We first discuss decision insuramte
present several perspectives on it that allow for a quantification ofr@miums
and payoffs that are at stake. We also show how insurance makeseisle andi-
viduals behave in an almost risk-neutral fashion.

We then proceed to an analysis of moral hazard in the context of orgjaniai
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decision making and show how a monitoring group made up of members of the
manager’s community of practice can be structured so as to increase thelikklih

of detection of free riding while minimizing false positives. The next section de
scribes the algorithm used to discover a community of practice around aotecis
maker from patterns of email communication.

Finally the equilibrium outcomes are computed and the dynamics that such a
mechanism can induce in the organization is discussed. We concludedanpre
ing the concrete steps that are necessary to implement decision insurigmoe w
an organization and the problems that are likely to be encountered whierasuc
mechanism is first deployed.



2 Insurance

Insurance is a commonly used mechanism to hedge against risk, whegetypa

or company assumes the risk in return for premium payment. This works well
when the number of insured people is large and their risks are indepeidsch
other, as the many examples of shipping, casualty and home insurancghbawe
over the years.

From an organizational perspective, managers should choose trasetp
that give the highest expected value to the enterprise. When risky wrdiebave
a higher expected value, risk averse managers will be reluctant to eclioes
in spite of their having a higher expected return. The instantiation of decision
insurance mechanism will allow them to transfer their risk to the organization.

From the individual decision maker’s perspective, decision insurammints
to her paying a premium in exchange for a payoff that is larger than thmeiymne
when the project he decides to undertake fails. When the project siscitedeci-
sion maker receives instead a bonus also larger than the premium aodtjonogd
to the value to the company of the successful project.

notation| meaning
Viisky payoff when risky project succeeds

P probability risky project succeeds

Vsate payoff of safe project

q probability group member gives accurate evaluation

Q probability group reaches threshold for reporting free riding
Qtalse probability group member incorrectly detects free riding

Qtalse probability group incorrectly reaches threshold

Table 1: Symbols used to express expected payoffs. The first thusereder to
the decision payoffs, while the last four relate to the moral hazard.

Consider first an organization whose decision makers have a choicedretw
risky and safe projects with different returns to the enterprise. As aniive
for success, managers receive some portion of those returns. Shisria pay-
offs to decision makers based on the outcomes of their decisions. Subpose
successful risky project has an expected payoff thattises the payoff of a safe
project. This means that the organization can afford to pay on averdge times
whatever it takes for people to do the safe project and still be better off.
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We look first at a safe project which always produces a certain rétutime
company. Of this);.e is the amount the organization sets aside to provide extra
compensation (bonuses, stock options, etc.) to its managers. Sinilagly is
the amount made available for extra compensation if the risky project atessic
ful. Assume further that the risky project succeeds with probabilityrhus the
expected amount is = pVjq,. These parameters for the decision payoffs are
summarized in Table 1.

This extra compensation can be paid to managers in two possible ways. First,
each manager gets extra pay-for-performance compensation resuttingtfeir
own decisions. This means that they get eithigf. or either0 or V.., depend-
ing on which project they choose. Second, in the case where they aseiod
insurance, they receive the payments from the compensation pootiarto our
mechanism. This consists of a bonus that is a share of the compensation pool.

When insurance is in place and no employee free rides, each manageeis be
off by choosing the project with the higher expected return. This is secask
aversion on the part of manager is less pronounced when small reavaralsstake.

The outcome is that everyone then takes on the risky project. Therefufits are

r times larger than in the case of no insurance and if the payment is in the form of
profit sharing,1/n of the employees gettimes what they would have otherwise
gotten. Notice that when the project is successful those that took thisdbrm
insurance end up being compensated less than they would have if theymadids

take insurance while taking the risky project.

In order to relate these two views of the mechanism let the premium that a
manager pays to the organizationrhein exchange for a paymeht,surance if the
project fails. Thus, with probability the manager receivé$,hers + Vrisky ) /1 and
with probability 1 — p he received/ipers/n. HereVyines is the total payoff from
other decision makers’ projects. In traditional terms these correspoedeving
the benefits of the project less the premium plus any payoff from the imseira
Thus, when the project is successful the manager recéiygs — m and when
it is not successfuVinsurance — M. Equating these two sets of expressions for the
outcomes gives

1

‘/insurance = V;isky (1 - _> (1)
n
1

m = Vinsurance — E%thers (2)

To connect with traditional fixed value premiums and payoffs when thepgiou
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large,Voiners Will be nearly its expected value when all other decision makers work
on projects with the same expected payoff.

Another perspective on this approach arises from notions of utility afkd ris
aversion. A common technique used to characterize risk attitudes is to aonside
the functionU which gives the utility to the individual as a function of the dollars
received or lost. In particular, a concave utility function means that theithdil
prefers a sure payoff to an uncertain one with the same expected vdlaeom-
cavity of the curve corresponds to the amount of risk aversion and sdlatée
degree to which the individual values an extra dollar as his income goé&¥hife
widely used in economics, the notion of utility maximization of a concave utility
function as an explanation of risk aversion is not without problems [2(},tands
to predict unreasonable behaviors for large value ranges. Neksghéor a small
range of values, it provides a reasonable model of risk aversion$he case of
insurance within an organization, for managers who make many decisidos wh
are relatively compared to their lifetime earnings, the amounts involved are small,
thus making the model reasonable. Moreover, insurance is well known tateitig
risk in practice. Thus it applies to the actual risk behavior of peopleydésss of
whether this risk is well described by the utility model we use.

The effect of insurance on an individual’s risk aversion is to reduegdhiation
in the range of dollars received for the different outcomes. In this snraltgye the
concavity of the utility curve is less significant, causing the behavior to berclos
to a risk neutral one. We illustrate this behavior schematically in Fig. 1. To do so
we pick a particular form for the utility function, i.e.

UV) =In(V + W) 3)

where W the initial wealth of the individual and is the number of dollars re-
ceived. This function is concave, representing the risk averse naftahe indi-
viduals. The preference for a certain outcome compared to an uncenginith
same expected value decreases for larger value, representing the fuiimgjiien-
efit from an additional dollar the more one has.

As can be seen in the figure, without insurance the safe project, A Higher
utility even though it has a lower expected value. Thus the risk averse ranag
will produce lower expected returns to the organization on average. VEitinance
however, the expected utility from the risky project is thus higher. In trse the
insurance is sufficient to shift the decision making to being the same as tte one
risk neutral manager would pick.



Uility
5.5
5.25 -
5 -
4.75 P

4.5 P
4.25 P

50 100 150 20

50 100 150 200 V& ue

Figure 1: Utility function for a risk averse individual as a function of ddlae-
ceived for the individual project with and without insurance. We useutiities
given by Eq. (3) withlV = 40 andV,s = 80, Viisy = 200, p = 0.5. Both figures
compare the utilities of the safe project (A) with the expected utility of the risky
project (B). The first shows the case without insurance in which theviohdils
receive the payoffs of their individual projects. The second fighmvs the case
with insurance in a group of size 5, where everyone else is choosingdiecp
with the higher expected utility, i.e. the risky one.



So far we have assumed that all the managers’s risk attitudes and skills are
the same. In real life however, there is variation in these attributes. Decision
insurance can adjust for this by having different ratios of pay fofoperance to
profit sharing for different managers, which amounts to having diftggeemiums.

This is important to realize, for otherwise adverse selection will take placeyilg
the least skilled managers will tend to join the enterprise.
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2.1 Moral hazard

A significant problem with this kind of insurance, both outside the enterfzise
and inside it, is moral hazard, i.e., individuals changing their behavioulsedaey

no longer bear the full cost of their decisions. In our organizationatecd, this
arises through the effort that managers exert into evaluating the likelibfagiden
outcomes. With compensation no longer tied to the success of the individisal's e
forts, there is a temptation to work less and thus suffer only a small decfieage

in individual compensation, i.e. free ride on the effort of others in thamigation.

Thus the desire to encourage risk-taking can create a moral hazatdmrimr
the organization. This hazard occurs when the reduced connectiordyetndi-
vidual effort and reward tempts managers to work less diligently. Everoiir
members don't actually follow such a strategy, the appearance of a taffiic
terest caused by insurance could inhibit its widespread adoption, an@itinvent
the organization from realizing its potential for improved performance frigk:
taking.

This is an example of the more general agency problem in which one group
is unable to fully monitor the efforts of another and so needs to align as much
as possible the incentives of both groups [3]. Agency theory examé@iason-
ships in which one party (the principal) determines the work, which anotingy p
(the agent) undertakes. The theory argues that under conditionsoofihete in-
formation and uncertainty, which characterize most business settingsgemoya
problems arise: adverse selection and moral hazard. Adverse seisdtiencon-
dition under which the principal cannot ascertain if the agent accuraptgsents
his ability to do the work for which he is being paid. And moral hazard is the sit-
uation under which the principal cannot be sure if the agent has ghtrfaximal
effort.

The free riding problem is conventionally addressed through monitorireper
utation mechanisms. In an organizational context, managers provide saheflev
performance monitoring, but may not be in a position to know whether outcome
likelihoods used to make decisions are accurately estimated or simply determined
arbitrarily in the knowledge that the insurance mechanism will compensaa@yor
failures.

To improve the accuracy of decisions (and by implication encourage a sub-
stantial effort on the part of decision makers) we propose supplemenangger
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oversight with a monitoring group of coworkers who are likely to be familiar with
the decision maker’s choices. This group can also provide occasidviakdo the
decision maker as to the likely outcomes of his decisfons

Specifically each member of the group assesses whether or not the manage
is free riding in the context of a decision making event. If at l¢amit of the N
members of the group detect free riding, then upper level managemedéciie
to investigate and whether or not to impose a pendltyn the decision maker.
This penalty could take the form of an increased premium or other sandtien.
size of the penalty should balance the need to deter free riding and thbilitgss
of false positives, which tend to make people hesitate to to take risky projects.

In designing this monitoring mechanism one has to select suitable threshold
values. To see how this assessment would work, consider the case tlvben-
sured is free riding. What is the chance that this mechanism will detect itZHf e
member of the monitoring group can detect this free riding with probaljjignd
assuming independent evaluations, the probaltjitihat this threshold is achieved
is given by the upper tail of the binomial distribution

N /N o
Q(t,q,N) =Z<i>(1—q)N_lq’ (4)

i=t

Eqg. (4) gives the probability that the aggregated group estimates that-the de
cision maker is free riding, thereby indicating a potential problem. On the other
hand, there is the possibility of false positives, i.e. a member of the monitoring
group detects free riding when there is none. Suppose this happensebtby-
ity graise- Then the probability of a false positive for the group as a whotgrig,.
given by Eq. (4) withy;.is. instead of;. These parameters for the moral hazard are
summarized in Table 1.

Ideally one would like to find a threshold large enough to avoid false posi-
tives, while still having a reasonable chance of detecting free riding Wioeours.
Whether this is possible depends on the ability of group members to discriminate
among these situatiofis

This group is reminiscent of the friendly societies common prior to moitesurance compa-
nies, where people of similar social background provided mutualstipile being able to monitor
any free riding.

2An interesting issue with the choice of a monitoring group is whether or nailifiigy to dis-
criminate between these cases depends on the distance from a mertieegafup to the insured
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If group members have a large ability to discriminate, thgp. < ¢ ~ 1. On
the other hand, if members lack this ability these values will be nearly the same.
In the first case it will be possible to choose the threshold so as to havéna hig
group probability of detecting free riding with very low false positives. @thse,
it won't be possible. This is illustrated in Fig. 2. As can be seen when inatsd
can discriminate well between actual free riding and appearances, gsfpeoto
select the threshold so th@t~ 1, while the probability of a false positive is very
small.

One may wonder if the existence of a peer monitoring group might act so as
to encourage those who are take insurance to behave in a way that feey the
majority of the group to agree with. If so, this could counteract the berfetfiteo
insurance when the majority is more risk averse than the insured. Thusgiithou
the monitoring group can reduce free riding, care has to be taken thatstrox
adversely affect the decision making of the insured.

Choosing a high threshold will ensure that the formal mechanism is rarely ex
ercised while its mere existence and the desire to maintain one’s reputation (the
insured) with his peer group will act to ensure dedication to delivering emtit-
come of the selected project. With these features/choices, monitoring granps
encourage correct behavior without having to act very often.

within the social network. Our assumption is that those closer to the insaxedahbetter ability to
detect accurately the intent of the free rider.
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Figure 2: Behavior of) vs. Qr.1s. as the threshold varies from 0 #6. The curves
show cases with high (dashed curve) and low (solid curve) discriminatiche
part of the group members. When the threshold is low both detection probabilitie
are small, in the lower left hand corner of the plot. As the threshold incsease
both probabilities increase. In this figure N=3@,;c = 0.2 for both curves, and

q = 0.25 for the solid curve, angd = 0.5 for the dashed curve.

2.2 Finding the community of practice

In order to establish a group of individuals that can monitor and verify ttat
insured engage in behavior that is beneficial to the enterprise one toaddsatify
those who have a familiarity both with the manager and also with the nature of the
work that he engages in. Since it is usually those belonging to the manegers
munity of practice that have those properties, an obvious strategy is torieter
those communities of practice from the social network inside the organization.

The advent of email as the predominant means of communication in the infor-
mation society offers a unique opportunity to observe the flow of informatmmyga
both formal and informal channels. Not surprisingly, email has beeblestad as
an indicator of collaboration and knowledge exchange, as well as tleg syth
which information travels within organizations [8]. This volume of data enahles
discovery of shared interests and relationships where none weieysiwknown,
as well as ways to automatically identify communities of practice from the social
network of an organization [28]. A particularly effective one relies andkami-
nation of email patterns within an enterprise [28, 30] and can clearly arftlysw
(without analyzing the contents of the messages) reveal members of a cagnmun
of practice to which anyone belongs [30].

The automatic discovery of communities from email patterns works by first
creating a graph whose nodes are individuals and the edges signifgatams
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among them. These connections are determined by the frequency with wlgich a
pair of individuals exchanges email over a particular period of time, andoea
arbitrarily set by the mechanism designer. Once such a graph is cdestfacthe
whole or part of the organization, one can quickly find the community streictur
within the graph. By community structure within a graph we mean that tge graph
can be divided into groups so that edges appear within a group much ffieme o
than across groups.

Recently, Wu and Huberman[30] introduced a fast method that allowséor th
discovery of communities within graphs of arbitrary size in times that scale lnear
with the size of the graph. This method, which relies on treating the graph as
an electric circuit, is based on notions of voltage drops across netwakauri
both intuitive to grasp and easy to solve regardless of the complexity of dpd gr
involved. Most importantly for our purposes, the method allows for the desgo
of a community associated with a given node without having to extract all the
communities out of a graph.

To see how the algorithm works, consider the simplest problem, that of divid
ing a graph into two communities. Consider a graph- (V, E') and assume for
simplicity that we already know that nodeand B belong to different communi-
ties, which we call7; andG,. The basic idea is to imagine each edge of this graph
to be a resistor with the same resistance, and to connect a battery betwadi
so that they have fixed voltages, say 1 and 0. Having made these assusnbiion
graph becomes an electric circuit with current flowing through each @dsistor).

By solving Kirchhoff equations one can then obtain the voltage value of eede,
which should lie between 0 and 1. The claim of the method is that, from a node’s
voltage value, one can judge whether it belong&imr G,. Specifically, one can

say a node belongs @, if its voltage is greater than a certain threshold, say 0.5,
and that it belongs t&: if its voltage is less than that threshold.

First let us consider the simplest case that nGdeas only one neighbap, so
logically C' should belong to the same community/as Because no current can
flow through the edg€’ D, the two endpoints must have the same voltage, thus
they belong to the same community.

Next, consider the case where nodeconnects to two neighbor® and E.
Because the edge&sD and CE have the same resistance, one must Haye=
(Vb + VEg)/2. Hence ifD and E belong to the same community, i.&p andVg
both lie above or below the threshold, thign lying betweenl’p andVy should be
above or below the threshold as well, therefore belonging to the same community
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Current flow >

High voltage Low voltage

Figure 3: A network with a voltage applied across two nodes. Currensffoym
left to right, thereby building a voltage difference. Because nodes imsiciam-
munity are densely connected, their voltages tend to be close to each othigr. A
voltage gap happens about halfway between the two communities, whergtse e
are sparse and the local resistance is large.

asD andE, which makes sense. On the other hand) é&ind £ belong to different
communities, then it is comparatively hard to tell which communitpelongs to

(Ve might be near the threshold), but this is exactly where ambiguity arises - a
node has connections with more than one communities.

Lastly we consider the most general case: néteonnects tan neighbors

D, ..., D,. The Kirchhoff equations tell us that the total current flowing i6to
should sum up to zero, i.e.,
& " Vp, — V,
Z I = Z D ¢, (5)
=1 =1 R

wherel; is the current flowing fronD; to C'. Thus

1 n
Ve =— Z VDi' (6)
nia

Thus the voltage of a node is the average of its neighbors. If the majoxifisof
neighbors belongs to a community which has voltage greater than the threshold
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thenV tends to exceed the threshold as well, and this method will clagsiififo
that community3

This methodology, supplemented with repeated random choices of any two
nodes in a large graph, is extremely efficient at discovering the community str
ture of any social network in times that scale linearly with the size of the commu-
nity. Equally important, it allows to find the community of a given node instead
of all communities. To this end, instead of randomly picking two nodes at a time,
one fixes the given node/individual as one pole, and chooses thedspole to be
another random node that is at least a dist@na@ay from the first one.

This concludes the identification of the monitoring community. What now
remains is the determination of the particular parameter values that make for a
useful decision insurance mechanism, ie. one that both promotes risk taking
managers while avoiding the moral hazard of their free riding on the efédrts
others.

3This method can be easily extended to weighted graphs. All we need to dsdeach edge’s
conductivity proportional to its weight:

Rij = U)-i-l. (7)

)
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3 Anexample

To understand how this mechanism works, consider its application to manager
with the same preferences and having three choices:

o free ride by exerting less effort at assessing likely outcomes with a baselin
cost (which we take to b8) to the manager and a baseline benefit to the

group

e choose the safe project with casto the manager and payoff valtig,s. to
the group

e choose the risky project, also with casto the manager, with variable pay-
off, which for simplicity we take to b&;., with probabilityp, and O other-
wise

In the case of free riding there is the additional possibility of getting caught w
probability @, in which case the manager pays a penéltylhe probabilityQ de-
pends on the structure of the manager’s social network, the choiceeshtid, and

the ability of the group members to detect significant missed estimates, according
to Eq. (4). For the sake of simplicity this example will assume high discrimination
ability on the part of the monitors so that the false positive rate is negligibleisif th
were not the case it amount to an extra contribution to the expected coseithby

the manager. This extra contribution reduces the difference in payeaifiekn free
riding and not free riding but not the qualitative regimes exhibited in this el@mp

With these parameters, summarized in Table 1, we can denote the expected
values of the three choices in the two situations. Without insurance theyvare g

by

Efree—ride = U(O) (8)
Egate = U(Vsafe - C) 9
Erisky = (1 - P)U(_C) + pU(V;isky - C) (10)

whereas with insurance they become

i Vothers
B = (1-QU (72 4 QU(-0) 1)
Eég?grance - U (‘/;afe —e+ %thers) (12)

n n
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[ginsurance  _ (1—pU <M _ C> +pU (M 4 @ — c) (13)
n n n

risky

The situation we will consider is when decision insurance is relevant, i.e, the
expected value of the risky project exceeds the value of the safe pi@get.;s.,p >
Vsate- In this case the maximum expected value for the group occurs when man-
agers choose the risky projects.

How managers behave when confronted with these changes depetiasron
risk attitudes. Without decision insurance, we assume that people po¢terfree
ride, so that

Esate > FEfree—ride (14)

While the risky project gives the highest expected payoff to the manager (
ViiskyP — ¢), Which is larger than what he gets from the safe project, (g5, —
c), this is not necessarily true from the point of view of the manager’s utilities.
Specifically, assume that managers are sufficiently risk adverse sodkgirtfer
the safe project over the risky one, i.e.

Esafe > Erisky (15)

Since this situation has a higher expected benefit for the organization tiem w
risky projects are picked, we must require thatig, > Viate.

With decision insurance in place, the payoff to a manageysof the payoff
to the group (profit sharing). Notice that when the expected benefit &ither
risky and safe projects are both less than the benefit of free riding,gaenwill
be tempted to free ride and not contribute to the profits. This amounts to having

U < V:)t;llers ) > E;Z?;rance (16)
U < ‘/otyilers ) > i?sslll;ance (17)

When the group is large, this latter criterion amountsitg., /n < c.

If decision insurance is now combined with anonymous monitoring sufficient
to make the cost of free riding higher, the choices left to managers aregaim®n
safe project and the risky one. In order for managers to choose klyerigject the
final relation one needs is
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insurance > insurance ( 1 8)
risky safe
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3.1 Equilibrium outcomes and adaptive behavior

For simplicity, we will first assume that all the organization managers havé-iden
cal preferences. In this case, if there is a simple equilibrium all will makeaines
choice, and the fixed point will correspond to the choice with the highgstazd
utility.

To illustrate the possible behaviors, we use the functional form for the utility
given by Eq. (3). This allows us to explicitly illustrate the range of behatuas
can ensue as a function of the parameter values.

The resulting regimes are shown in Fig. 4. As can be seen, for thesaqtara
values one can obtain several equilibria, separated by the curvea.shomlower
values of() and the full range of probabilities for the risky project to be successful,
managers will free ride. For larger values@fthere are two possible outcomes.
Either everyone chooses the safe project or the risky. When thereiiism@nce
the transition between these occurp at 0.54, whereas with insurance this tran-
sition is lowered tg = 0.404, which is just slightly above the risk neutral location
of 0.4.

Q Behavi or s
0.2
0.15
0.1 Saf e Ri sky
0. 05
Free|ride
0.2 0.4 0.6 0.8 1P

Figure 4: Equilibrium regimes for parametérg. = 80, Viigy = 200, ¢ = 10,

C = 50,n = 35, W = 100. The curves denote the boundaries between the be-
haviors with the highest utilities. The vertical line on the right correspona®to
insurance, whereas the left one is the case with insurance, which is igdistia
able from the boundary for perfect risk neutral managers. The dmgk curve
denotes the boundary between free riding and no free riding.

While this results illustrate the kind of equilibria that can ensue from the ex-
istence of decision insurance it is also important to discuss the dynamicsatiat le
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to these fixed points. It is often the case that as external conditions in ttketmar
place change, those changes are detected by those most directly irnateading

with customers. These changes tend to alter the perception of the paydffisea
likelihood of the success of particular projects. The question then is: loas d
decision insurance respond to these changes, or, specifically howrdaera re-
spond given the incentives offered by the mechanism? In particulareeg to
answer to what extend it can respond correctly without needed funtieevention

or retuning by management? By this we mean adjusting the choice among risky
and safe project while preventing free riding.

Consider a scenario whereby initially all the managers of the organization
choose to work on safe projects because their assessment of thessuicdzbility
of a risky project is low. Over time additional information may change this asses
ment and therefore the alternative has a greater expected utility. If tHialpfiby
continues to increase, a typical manager will eventually realize that her utility f
choosing the risky project is greater than the safe one. At this point thiagean
and hence all others because of their assumed homogeneity, will switctriskihe
project. ldeally, the switch would occur at the point where the expectee
the risky project first exceeds that of the safe one. For risk aversagess this
will not happen until the expected value of the risky project is much higraar th
the safe one, thereby leading to a loss to the organization.

With decision insurance however, the switching point is lower and vergclos
to the ideal one that a risk neutral person would choose provided the gize is
large. Thus insurance makes the organization have higher expectftl pay

Interestingly, the reverse transition does not take place at the same p&int w
there is insurance. This can be seen by considering that all managersvain-
volved in the risky project while its success probability decreases over wkhe.
some point, the utility of the safe project will be larger, causing everyoneitols
to the safe project. Interestingly however, with insurance in place, thisrangtc
point is at a lower value of the probability than it was for the switch from safe
risky. This is due to the larger profit sharing that comes from everyboesing
the risky project as opposed to the safe one. This is because whemomyes
choosing a risky project the expected value of profit sharing is higlaer iftthey
were using the safe project, and hence they are less risk averse, thi@usan-
sition for all of them to switch from risky to safe will be at a lower value of the
probability of success than the transition the other way. This an interestiig) so
example of hysteresis, which can happen anytime cooperative behasioplesy
when constraints change.
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4 Discussion

In this paper we proposed a decision insurance mechanism that egesuisk
averse decision makers to act as if they are risk neutral. Specificallyhovees

how a properly designed decision insurance mechanism can be impleméhied w
organizations so as to increase the likelihood that managers will behavelsava
best interest of the enterprise even when they are risk averse. Egquptiytant,

we showed how one can use the social network of a decision maker tp set u
process that helps reduce the moral hazard inherent in this insurdhcewas
accomplished by automatically identifying the community of practice around a
given manager from patterns in email exchanges in the organization.

From this community of practice one can set up an effective monitoring group
whose structure is such that the ability to detect free riding more than coatpsns
the possibility of false positives, ie. construing as free riding what is nahe
part of the manager. Likewise, this implementation within the enterprise offers th
possibility of addressing adverse selection by making participation mandatory
all managers.

A quantitative analysis of all the factors that enter into this decision insaranc
identified three possible behavioral regimes. In the first one, membetisbcoa
to production but avoid risky projects. In the second regime, managert ad
risk neutral stance when taking decision insurance. In the third onefréeeyide
by not giving the full attention to the decision problem at hand while relying on
their share of revenue from the efforts of others to compensate foeshiéing low
performance of their own projects.

An additional advantage of using communities of practice for the purpdses o
monitoring decision makers is that these communities tend to quickly restructure
themselves when new tasks confront the organizations. This is to be stedtra
with the very slow response that a formal organization exhibits when hawing
reorganize in light of new constraints [9].

Implementing this mechanism within an organization would involve the fol-
lowing steps.

1. Identify the participants, ie.. those managers that make decisions and de-
cide whether the decision insurance should be voluntary or applied tp ever
decision maker in the organization.
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2. Find the community of practice of those insured to form the monitoring
groups for each of the insured. This involves finding the social network
and deciding what portion of it to use for the monitoring groups.

3. Set the appropriate threshold values, premiums and payout basesl@mn th
ganizations assessment of the value of the different projects (bageasbn
history, for example).

4. After the period of insurance expires, the organization gets the premiums
and pays out the amount of insurance to those whose outcomes failed.

Notice that this mechanism is only useful in situations where the expected re-
turn on risky projects is higher than that of safer ones. In addition peddtnple-
mentation will require that the time horizon for measurable returns be shate On
organizations gain experience with decision insurance over short timesdhkl
extend it to longer horizons, perhaps using more sophisticated tools stutiges
similar to those in financial markets.

While the particular model we used to quantify the benefit of decision insur-
ance makes simplified assumptions and thus might not describe in detail the work
ings of a real organization, it nevertheless shows behavioral regiraesah be
encountered. Thus it could serve as a guide when trying to implement thiemech
nism inside an organization. It may be possible to obtain more precise agreeme
with real organizations by addressing some of its limitations.

As one example, the model uses parameters for some group behaviors that
are not readily measured directly. These include the size of the thresbold n
essary to insure fair detection when free riding with minimal false positivess. A
one approach to estimating appropriate values, the company could trys/piiotu
systems with differing choices, premiums, groups and thresholds. Ohgehe
resulting participation can give some indication of the appropriate paramasers
well as collecting the necessary information on the track records of mensge
that premiums can be set appropriately.

In our analysis we assumed binary choices between a risky and a egdetpr
rather than the more realistic scenarios of continuous variation of effbis in
general it may be the case that only some people in the group are codfrathiea
moral hazard. The restriction to binary choices highlights this particular dilemma
while ignoring the differences among group members.

24



An important extension of our analysis would incorporate the heterogsneo
levels of payoffs, skills and risk attitudes in the group. For instance in adiete
geneous group, adverse selection can be more of a problem beeaypse whose
projects involve small payoffs would want to join and free ride on thoser@usto
make decisions that involve lots of money, and therefore higher profiinghtor
everyone. This can be accommodated by weighting the premiums and playoffs
the size of the projects.

Another issue is the population dynamics when payoffs change as ngetgro
come into the focus of managers. As illustrated by the model, the population can
show interesting hysteresis and time lags and it would be interesting to determine
the conditions under which they take place. In particular, to what externethe
sponse to changing constraints depend on the nature of the social khé¢8jor
Furthermore, the natural turnover of organizations imply that newcomidirbev
joining this insurance scheme. In an insurance scheme it can take a whileer
comers to establish a track record for assessing premiums. One advaintagey
the social network structure as part of the mechanism is the ability to gain the
needed information in less time than required to complete a number of decisions
required to establish a formal track record. This is due to the speed witlh\ahic
informal network gets established.

Equally interesting will be the experimental test of this mechanism in the labo-
ratory, which will allow for the evaluation of its effectiveness as well asnicen-
tives and tradeoffs that can make it operational inside organizatiomshefonore,
areal implementation of decision insurance will expose its value and shortgemin

And finally, it will be of interest to extend this mechanism outside a formal or-
ganizational structure. Outside the enterprise the problem of moralchizaiore
severe since there is no formal monitoring structure such as managesexthde
less, there are instances of informal groups that are not part ofreafenterprise
where peer group monitoring can be sufficient to prevent moral hazandex-
ample is provided by the microlending institutions in the third world. In some
of these cases [6] the group of potential recipient has both the incertivehe
knowledge to reduce moral hazard, since the prospect of future tipends on
the repayment history of the group as well as how they use the loan.

Regardless of the simplicity of the model, decision insurance offers a flexible

methodology for tackling the vexing problem of making decision makers ldss ris
averse.
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