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Abstract

We present a new mechanism for encouraging risk taking within organi-
zations that relies on the provision of decision insurance to managers. Since
insurance increases the likelihood of free riding, we also introduce a tech-
nique that mitigates this moral hazard by automatically identifying the social
network around the manager and using it as a monitoring group.

We show that three possible regimes exist. In the first one, managers
contribute to production but avoid risky projects. In the second, managers
take on risky projects without free riding. In the third, they free ride. We
establish the conditions for the appearance of each of theseregimes and show
how to adjust the mechanism parameters so as to get the highest expected
payoff for the firm in spite of its risk-adverse managers.
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1 Introduction

While most organizations consider taking risks as an essential part of theirsuccess,
few have actual policies to encourage risk taking on the part of their managers and
employees. Among the reasons, there are subtle assumptions about risk taking that
give it a negative connotation within an organizational setting [15]. As shown by
March and Shapira [16], the discussion around the value of risk in most organiza-
tions is two sided. While it is often stated that risk taking is essential to innovation
and progress, it is also sharply distinguished from gambling or playing the odds,
which has a negative connotation. Managers emphasize this difference because
their experience teaches them that the appropriate choices are those involving un-
desirable outcomes that can be avoided, whereas by gambling they actually mean
risk taking that turns out badly. Thus, risky choices that fail are seen as mistakes
that could be avoided, a perception that discourages managers from taking those
risks. This results in organizations that reward outcomes, not decisions.

In addition to institutional barriers, there are problems that stem from the way
individuals actually evaluate and act when confronted with risk [11]. It has been
known for a long time that people’s perception of what constitutes a randomevent
does not conform to its statistical definition [29]. Equally important, the evaluation
of probabilistic events suffer from framing issues that are by now well documented.
Early on, Kahnemann and Tversky [12] established that when individuals deal with
risky alternatives whose possible outcomes are generally good they tend tobe risk
averse, but when dealing with risky alternatives whose possible outcomesare poor
they become risk seeking. Moreover, a number of empirical studies have shown
that managers are quite insensitive to probability estimates of possible outcomes
and do not understand or trust probabilistic measures [26, 4, 27]. Andwhen they
can estimate probabilities, they are often reluctant to change their behavior because
of their status quo biases [22, 2].

A large empirical study of decision making by managers in different organiza-
tions [23] showed that it is often the magnitude of the value of the outcome that
determines what managers do when making decisions, rather than its weighting
by the probability of its likelihood. In addition, other authors [1, 18] showedthat
managers make decisions based not on the unpredictability of outcomes but on
their costs, which renders risk equivalent to hazard–the value of an extreme out-
come rather than its variability.

Furthermore, it is often the case that if a manager is above a performance target
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her primary focus is on avoiding actions that might place her below it, thus making
the opportunities for gain less salient. And for those below target, the desireto
reach it focuses attention in a way that leads to excessive risk taking [14,13, 23].

Given all these considerations and the vast literature that validates them, it is
desirable to establish mechanisms and policies that encourage risk taking on the
part of managers that–for the multifaceted reasons outlined above–are risk averse.

A familiar incentive consists in awarding stock options to executives to align
their interest with that of the organizations they lead. Stock options can be effec-
tive [21], but can also suffer from deleterious outcomes [7]. For example, if priced
too high and over too short a term, they can encourage the executive to make risk
seeking decisions that can be dangerous for the company, in the hope ofmaking
the option valuable to her. On the other hand, if priced too low, options tend to
make the executive risk averse, as he will want to keep the advantage conferred on
the day of their issue.

Other kinds of compensation schemes include pooling and tournaments. Such
compensation schemes can be useful in small teams as they both avoid the free
rider problem and provide stronger incentives through a visible connection between
effort and results [17]. The work we present here can be seen as similar in spirit to
this team based profit sharing approach, with the added advantage of providing an
automatic mechanism to identify suitable teams through communities of practice
discovered through online network communication patterns [28].

Another possible way to encourage risk taking would be to resort to new kinds
of insurance. Recently, several economists have suggested extendinginsurance to
a variety of other risky endeavors, such as consumption-indexed publicpension
funds [19], options on business cycle variables such as consumer confidence in-
dices [10], the choice of a professional career and volatile property values [24, 25].
While provocative, these proposals suffer from the problem that their implementa-
tion requires the creation of groups willing to assume these risks and to gain enough
experience for actuarial tables to become useful tools in assessing risk and setting
premiums. Equally difficult, the implementation of any new insurance mechanism
has to contend with moral hazard, i.e the tendency of individuals to change their
behavior in such a way that the insured outcome becomes more probable. Another
issue with insurance is adverse selection, in which only the poor performers choose
to seek insurance.

As we show in this paper, a properly designed decision insurance mechanism
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can be readily implemented within organizations so as to increase the likelihood
that managers will behave towards the best interest of the enterprise even when
they are risk averse. Because in general there is no one-to-one mapping between
a decision and an outcome compensation schemes solely based on outcomes have
difficulty discriminating among the decision choices that managers had that led to
those outcomes. This leads to risk averse managers emphasizing decisions that
lead to a subset of safe outcomes.

Equally important, we show how one can use the social network of the manager
to help reduce the moral hazard inherent in this insurance. We do so by automati-
cally identifying the community of practice around a given manager from patterns
in email exchanges in the organization. From this community of practice one can
set up a monitoring group whose ability to detect free riding more than compen-
sates the possibility of false positives, ie. construing as free riding what isnot on
the part of the manager. Likewise, this implementation within the enterprise offers
the possibility of addressing adverse selection by making participation mandatory
for all managers.

A quantitative analysis of all the factors that enter into this decision insurance
leads to the conclusion that three possible behavioral regimes exist. In the first one,
managers contribute to production but avoid risky projects. In the secondregime,
managers adopt a risk neutral stance when taking decision insurance. In the third
one, they free ride by not giving the full attention to the decision problem athand
while relying on their share of revenue from the efforts of others to compensate for
the resulting low performance of their own projects.

These three regimes are illustrated by considering a model of risk aversion
based on expected utility. While this model does not capture the full range of
human behavior under risk, it nevertheless gives useful quantitative insights on
how decision insurance can operate in realistic organizational settings. Wethen
compute the conditions for the appearance of each of these regimes and show how
one can adjust the payoffs so as to be in the desirable state, i.e., giving the highest
expected payoff for the organization in spite of having risk-adverse managers.

This paper is structured as follows. We first discuss decision insuranceand
present several perspectives on it that allow for a quantification of thepremiums
and payoffs that are at stake. We also show how insurance makes risk averse indi-
viduals behave in an almost risk-neutral fashion.

We then proceed to an analysis of moral hazard in the context of organizational
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decision making and show how a monitoring group made up of members of the
manager’s community of practice can be structured so as to increase the likelihood
of detection of free riding while minimizing false positives. The next section de-
scribes the algorithm used to discover a community of practice around a decision
maker from patterns of email communication.

Finally the equilibrium outcomes are computed and the dynamics that such a
mechanism can induce in the organization is discussed. We conclude by present-
ing the concrete steps that are necessary to implement decision insurance within
an organization and the problems that are likely to be encountered when such a
mechanism is first deployed.
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2 Insurance

Insurance is a commonly used mechanism to hedge against risk, whereby agroup
or company assumes the risk in return for premium payment. This works well
when the number of insured people is large and their risks are independent of each
other, as the many examples of shipping, casualty and home insurance haveshown
over the years.

From an organizational perspective, managers should choose those projects
that give the highest expected value to the enterprise. When risky projects do have
a higher expected value, risk averse managers will be reluctant to choose them
in spite of their having a higher expected return. The instantiation of decision
insurance mechanism will allow them to transfer their risk to the organization.

From the individual decision maker’s perspective, decision insuranceamounts
to her paying a premium in exchange for a payoff that is larger than the premium
when the project he decides to undertake fails. When the project succeeds the deci-
sion maker receives instead a bonus also larger than the premium and proportional
to the value to the company of the successful project.

notation meaning
Vrisky payoff when risky project succeeds
p probability risky project succeeds
Vsafe payoff of safe project
q probability group member gives accurate evaluation
Q probability group reaches threshold for reporting free riding
qfalse probability group member incorrectly detects free riding
Qfalse probability group incorrectly reaches threshold

Table 1: Symbols used to express expected payoffs. The first three rows refer to
the decision payoffs, while the last four relate to the moral hazard.

Consider first an organization whose decision makers have a choice between
risky and safe projects with different returns to the enterprise. As an incentive
for success, managers receive some portion of those returns. This results in pay-
offs to decision makers based on the outcomes of their decisions. Supposethat a
successful risky project has an expected payoff that isr times the payoff of a safe
project. This means that the organization can afford to pay on average upto r times
whatever it takes for people to do the safe project and still be better off.
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We look first at a safe project which always produces a certain returnto the
company. Of this,Vsafe is the amount the organization sets aside to provide extra
compensation (bonuses, stock options, etc.) to its managers. SimilarlyVrisky is
the amount made available for extra compensation if the risky project are success-
ful. Assume further that the risky project succeeds with probabilityp. Thus the
expected amount isx = pVrisky. These parameters for the decision payoffs are
summarized in Table 1.

This extra compensation can be paid to managers in two possible ways. First,
each manager gets extra pay-for-performance compensation resulting from their
own decisions. This means that they get eitherVsafe or either0 or Vrisky, depend-
ing on which project they choose. Second, in the case where they used decision
insurance, they receive the payments from the compensation pool according to our
mechanism. This consists of a bonus that is a share of the compensation pool.

When insurance is in place and no employee free rides, each manager is better
off by choosing the project with the higher expected return. This is because risk
aversion on the part of manager is less pronounced when small rewardsare at stake.
The outcome is that everyone then takes on the risky project. Therefore profits are
r times larger than in the case of no insurance and if the payment is in the form of
profit sharing,1/n of the employees getr times what they would have otherwise
gotten. Notice that when the project is successful those that took this formof
insurance end up being compensated less than they would have if they chose not to
take insurance while taking the risky project.

In order to relate these two views of the mechanism let the premium that a
manager pays to the organization bem, in exchange for a paymentVinsurance if the
project fails. Thus, with probabilityp the manager receives(Vothers+Vrisky)/n and
with probability1 − p he receivesVothers/n. HereVothers is the total payoff from
other decision makers’ projects. In traditional terms these correspond to receiving
the benefits of the project less the premium plus any payoff from the insurance.
Thus, when the project is successful the manager receivesVrisky − m and when
it is not successfulVinsurance − m. Equating these two sets of expressions for the
outcomes gives

Vinsurance = Vrisky

(

1 −
1

n

)

(1)

m = Vinsurance −
1

n
Vothers (2)

To connect with traditional fixed value premiums and payoffs when the group is
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large,Vothers will be nearly its expected value when all other decision makers work
on projects with the same expected payoff.

Another perspective on this approach arises from notions of utility and risk
aversion. A common technique used to characterize risk attitudes is to consider
the functionU which gives the utility to the individual as a function of the dollars
received or lost. In particular, a concave utility function means that the individual
prefers a sure payoff to an uncertain one with the same expected value. The con-
cavity of the curve corresponds to the amount of risk aversion and relates to the
degree to which the individual values an extra dollar as his income goes up.While
widely used in economics, the notion of utility maximization of a concave utility
function as an explanation of risk aversion is not without problems [20], as it tends
to predict unreasonable behaviors for large value ranges. Nevertheless, for a small
range of values, it provides a reasonable model of risk aversion [5].In the case of
insurance within an organization, for managers who make many decisions which
are relatively compared to their lifetime earnings, the amounts involved are small,
thus making the model reasonable. Moreover, insurance is well known to mitigate
risk in practice. Thus it applies to the actual risk behavior of people, regardless of
whether this risk is well described by the utility model we use.

The effect of insurance on an individual’s risk aversion is to reduce the variation
in the range of dollars received for the different outcomes. In this smallerrange the
concavity of the utility curve is less significant, causing the behavior to be closer
to a risk neutral one. We illustrate this behavior schematically in Fig. 1. To do so,
we pick a particular form for the utility function, i.e.

U(V ) = ln(V + W ) (3)

whereW the initial wealth of the individual andV is the number of dollars re-
ceived. This function is concave, representing the risk averse natureof the indi-
viduals. The preference for a certain outcome compared to an uncertain one with
same expected value decreases for larger value, representing the diminishing ben-
efit from an additional dollar the more one has.

As can be seen in the figure, without insurance the safe project, A, has ahigher
utility even though it has a lower expected value. Thus the risk averse manager
will produce lower expected returns to the organization on average. With insurance
however, the expected utility from the risky project is thus higher. In this case the
insurance is sufficient to shift the decision making to being the same as the onea
risk neutral manager would pick.
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Figure 1: Utility function for a risk averse individual as a function of dollars re-
ceived for the individual project with and without insurance. We use theutilities
given by Eq. (3) withW = 40 andVsafe = 80, Vrisky = 200, p = 0.5. Both figures
compare the utilities of the safe project (A) with the expected utility of the risky
project (B). The first shows the case without insurance in which the individuals
receive the payoffs of their individual projects. The second figure shows the case
with insurance in a group of size 5, where everyone else is choosing the project
with the higher expected utility, i.e. the risky one.
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So far we have assumed that all the managers’s risk attitudes and skills are
the same. In real life however, there is variation in these attributes. Decision
insurance can adjust for this by having different ratios of pay for performance to
profit sharing for different managers, which amounts to having different premiums.
This is important to realize, for otherwise adverse selection will take place, i.e. only
the least skilled managers will tend to join the enterprise.
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2.1 Moral hazard

A significant problem with this kind of insurance, both outside the enterprise[25]
and inside it, is moral hazard, i.e., individuals changing their behavior because they
no longer bear the full cost of their decisions. In our organizational context, this
arises through the effort that managers exert into evaluating the likelihoodof given
outcomes. With compensation no longer tied to the success of the individual’s ef-
forts, there is a temptation to work less and thus suffer only a small decrease(1/n)
in individual compensation, i.e. free ride on the effort of others in the organization.

Thus the desire to encourage risk-taking can create a moral hazard problem for
the organization. This hazard occurs when the reduced connection between indi-
vidual effort and reward tempts managers to work less diligently. Even if group
members don’t actually follow such a strategy, the appearance of a conflict of in-
terest caused by insurance could inhibit its widespread adoption, and thus prevent
the organization from realizing its potential for improved performance fromrisk-
taking.

This is an example of the more general agency problem in which one group
is unable to fully monitor the efforts of another and so needs to align as much
as possible the incentives of both groups [3]. Agency theory examines relation-
ships in which one party (the principal) determines the work, which another party
(the agent) undertakes. The theory argues that under conditions of incomplete in-
formation and uncertainty, which characterize most business settings, two agency
problems arise: adverse selection and moral hazard. Adverse selectionis the con-
dition under which the principal cannot ascertain if the agent accurately represents
his ability to do the work for which he is being paid. And moral hazard is the sit-
uation under which the principal cannot be sure if the agent has put forth maximal
effort.

The free riding problem is conventionally addressed through monitoring orrep-
utation mechanisms. In an organizational context, managers provide some level of
performance monitoring, but may not be in a position to know whether outcome
likelihoods used to make decisions are accurately estimated or simply determined
arbitrarily in the knowledge that the insurance mechanism will compensate forany
failures.

To improve the accuracy of decisions (and by implication encourage a sub-
stantial effort on the part of decision makers) we propose supplementingmanager
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oversight with a monitoring group of coworkers who are likely to be familiar with
the decision maker’s choices. This group can also provide occasional advice to the
decision maker as to the likely outcomes of his decisions1.

Specifically each member of the group assesses whether or not the manager
is free riding in the context of a decision making event. If at leastt out of theN
members of the group detect free riding, then upper level management candecide
to investigate and whether or not to impose a penalty,C on the decision maker.
This penalty could take the form of an increased premium or other sanction.The
size of the penalty should balance the need to deter free riding and the possibility
of false positives, which tend to make people hesitate to to take risky projects.

In designing this monitoring mechanism one has to select suitable threshold
values. To see how this assessment would work, consider the case where the in-
sured is free riding. What is the chance that this mechanism will detect it? If each
member of the monitoring group can detect this free riding with probabilityq, and
assuming independent evaluations, the probabilityQ that this threshold is achieved
is given by the upper tail of the binomial distribution

Q(t, q, N) =
N

∑

i=t

(

N

i

)

(1 − q)N−i qi (4)

Eq. (4) gives the probability that the aggregated group estimates that the de-
cision maker is free riding, thereby indicating a potential problem. On the other
hand, there is the possibility of false positives, i.e. a member of the monitoring
group detects free riding when there is none. Suppose this happens with probabil-
ity qfalse. Then the probability of a false positive for the group as a whole isQfalse

given by Eq. (4) withqfalse instead ofq. These parameters for the moral hazard are
summarized in Table 1.

Ideally one would like to find a threshold large enough to avoid false posi-
tives, while still having a reasonable chance of detecting free riding whenit occurs.
Whether this is possible depends on the ability of group members to discriminate
among these situations2.

1This group is reminiscent of the friendly societies common prior to moderninsurance compa-
nies, where people of similar social background provided mutual support while being able to monitor
any free riding.

2An interesting issue with the choice of a monitoring group is whether or not theability to dis-
criminate between these cases depends on the distance from a member ofthe group to the insured
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If group members have a large ability to discriminate, thenqfalse ≪ q ≈ 1. On
the other hand, if members lack this ability these values will be nearly the same.
In the first case it will be possible to choose the threshold so as to have a high
group probability of detecting free riding with very low false positives. Otherwise,
it won’t be possible. This is illustrated in Fig. 2. As can be seen when individuals
can discriminate well between actual free riding and appearances, it is possible to
select the threshold so thatQ ≈ 1, while the probability of a false positive is very
small.

One may wonder if the existence of a peer monitoring group might act so as
to encourage those who are take insurance to behave in a way that they expect the
majority of the group to agree with. If so, this could counteract the benefit of the
insurance when the majority is more risk averse than the insured. Thus although
the monitoring group can reduce free riding, care has to be taken that it does not
adversely affect the decision making of the insured.

Choosing a high threshold will ensure that the formal mechanism is rarely ex-
ercised while its mere existence and the desire to maintain one’s reputation (the
insured) with his peer group will act to ensure dedication to delivering on the out-
come of the selected project. With these features/choices, monitoring groupscan
encourage correct behavior without having to act very often.

within the social network. Our assumption is that those closer to the insured have a better ability to
detect accurately the intent of the free rider.
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Figure 2: Behavior ofQ vs.Qfalse as the threshold varies from 0 toN . The curves
show cases with high (dashed curve) and low (solid curve) discrimination on the
part of the group members. When the threshold is low both detection probabilities
are small, in the lower left hand corner of the plot. As the threshold increases,
both probabilities increase. In this figure N=30,qfalse = 0.2 for both curves, and
q = 0.25 for the solid curve, andq = 0.5 for the dashed curve.

2.2 Finding the community of practice

In order to establish a group of individuals that can monitor and verify thatthe
insured engage in behavior that is beneficial to the enterprise one needsto identify
those who have a familiarity both with the manager and also with the nature of the
work that he engages in. Since it is usually those belonging to the manager’scom-
munity of practice that have those properties, an obvious strategy is to determine
those communities of practice from the social network inside the organization.

The advent of email as the predominant means of communication in the infor-
mation society offers a unique opportunity to observe the flow of information along
both formal and informal channels. Not surprisingly, email has been established as
an indicator of collaboration and knowledge exchange, as well as the speed with
which information travels within organizations [8]. This volume of data enablesthe
discovery of shared interests and relationships where none were previously known,
as well as ways to automatically identify communities of practice from the social
network of an organization [28]. A particularly effective one relies on the exami-
nation of email patterns within an enterprise [28, 30] and can clearly and swiftly
(without analyzing the contents of the messages) reveal members of a community
of practice to which anyone belongs [30].

The automatic discovery of communities from email patterns works by first
creating a graph whose nodes are individuals and the edges signify connections
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among them. These connections are determined by the frequency with which any
pair of individuals exchanges email over a particular period of time, and can be
arbitrarily set by the mechanism designer. Once such a graph is constructed for the
whole or part of the organization, one can quickly find the community structure
within the graph. By community structure within a graph we mean that tge graph
can be divided into groups so that edges appear within a group much more often
than across groups.

Recently, Wu and Huberman[30] introduced a fast method that allows for the
discovery of communities within graphs of arbitrary size in times that scale linearly
with the size of the graph. This method, which relies on treating the graph as
an electric circuit, is based on notions of voltage drops across networks that are
both intuitive to grasp and easy to solve regardless of the complexity of the graph
involved. Most importantly for our purposes, the method allows for the discovery
of a community associated with a given node without having to extract all the
communities out of a graph.

To see how the algorithm works, consider the simplest problem, that of divid-
ing a graph into two communities. Consider a graphG = (V, E) and assume for
simplicity that we already know that nodeA andB belong to different communi-
ties, which we callG1 andG2. The basic idea is to imagine each edge of this graph
to be a resistor with the same resistance, and to connect a battery betweenA andB
so that they have fixed voltages, say 1 and 0. Having made these assumptions, the
graph becomes an electric circuit with current flowing through each edge(resistor).
By solving Kirchhoff equations one can then obtain the voltage value of each node,
which should lie between 0 and 1. The claim of the method is that, from a node’s
voltage value, one can judge whether it belongs toG1 or G2. Specifically, one can
say a node belongs toG1 if its voltage is greater than a certain threshold, say 0.5,
and that it belongs toG2 if its voltage is less than that threshold.

First let us consider the simplest case that nodeC has only one neighborD, so
logically C should belong to the same community asD. Because no current can
flow through the edgeCD, the two endpoints must have the same voltage, thus
they belong to the same community.

Next, consider the case where nodeC connects to two neighborsD andE.
Because the edgesCD andCE have the same resistance, one must haveVC =
(VD + VE)/2. Hence ifD andE belong to the same community, i.e.,VD andVE

both lie above or below the threshold, thenVC lying betweenVD andVE should be
above or below the threshold as well, therefore belonging to the same community
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Figure 3: A network with a voltage applied across two nodes. Current flows from
left to right, thereby building a voltage difference. Because nodes insidea com-
munity are densely connected, their voltages tend to be close to each other. Abig
voltage gap happens about halfway between the two communities, where the edges
are sparse and the local resistance is large.

asD andE, which makes sense. On the other hand, ifD andE belong to different
communities, then it is comparatively hard to tell which communityC belongs to
(VC might be near the threshold), but this is exactly where ambiguity arises - a
node has connections with more than one communities.

Lastly we consider the most general case: nodeC connects ton neighbors
D1, . . . , Dn. The Kirchhoff equations tell us that the total current flowing intoC
should sum up to zero, i.e.,

n
∑

i=1

Ii =
n

∑

i=1

VDi
− VC

R
= 0, (5)

whereIi is the current flowing fromDi to C. Thus

VC =
1

n

n
∑

i=1

VDi
. (6)

Thus the voltage of a node is the average of its neighbors. If the majority ofC ’s
neighbors belongs to a community which has voltage greater than the threshold,
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thenVC tends to exceed the threshold as well, and this method will classifyC into
that community.3

This methodology, supplemented with repeated random choices of any two
nodes in a large graph, is extremely efficient at discovering the community struc-
ture of any social network in times that scale linearly with the size of the commu-
nity. Equally important, it allows to find the community of a given node instead
of all communities. To this end, instead of randomly picking two nodes at a time,
one fixes the given node/individual as one pole, and chooses the second pole to be
another random node that is at least a distance2 away from the first one.

This concludes the identification of the monitoring community. What now
remains is the determination of the particular parameter values that make for a
useful decision insurance mechanism, ie. one that both promotes risk takingby
managers while avoiding the moral hazard of their free riding on the effortsof
others.

3This method can be easily extended to weighted graphs. All we need to do is toset each edge’s
conductivity proportional to its weight:

Rij = w
−1

ij . (7)
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3 An example

To understand how this mechanism works, consider its application to managers
with the same preferences and having three choices:

• free ride by exerting less effort at assessing likely outcomes with a baseline
cost (which we take to be0) to the manager and a baseline benefit to the
group

• choose the safe project with costc to the manager and payoff valueVsafe to
the group

• choose the risky project, also with costc to the manager, with variable pay-
off, which for simplicity we take to beVrisky with probabilityp, and 0 other-
wise

In the case of free riding there is the additional possibility of getting caught with
probabilityQ, in which case the manager pays a penaltyC. The probabilityQ de-
pends on the structure of the manager’s social network, the choice of threshold, and
the ability of the group members to detect significant missed estimates, according
to Eq. (4). For the sake of simplicity this example will assume high discrimination
ability on the part of the monitors so that the false positive rate is negligible. If this
were not the case it amount to an extra contribution to the expected cost incurred by
the manager. This extra contribution reduces the difference in payoffs between free
riding and not free riding but not the qualitative regimes exhibited in this example.

With these parameters, summarized in Table 1, we can denote the expected
values of the three choices in the two situations. Without insurance they are given
by

Efree−ride = U(0) (8)

Esafe = U(Vsafe − c) (9)

Erisky = (1 − p)U(−c) + pU(Vrisky − c) (10)

whereas with insurance they become

Einsurance
free−ride = (1 − Q)U

(

Vothers

n

)

+ QU(−C) (11)

Einsurance
safe = U

(

Vsafe

n
− c +

Vothers

n

)

(12)
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Einsurance
risky = (1 − p)U

(

Vothers

n
− c

)

+ pU

(

Vothers

n
+

Vrisky

n
− c

)

(13)

The situation we will consider is when decision insurance is relevant, i.e, the
expected value of the risky project exceeds the value of the safe project, i.e.Vriskyp >
Vsafe. In this case the maximum expected value for the group occurs when man-
agers choose the risky projects.

How managers behave when confronted with these changes depends ontheir
risk attitudes. Without decision insurance, we assume that people prefer not to free
ride, so that

Esafe > Efree−ride (14)

While the risky project gives the highest expected payoff to the manager (i.e.,
Vriskyp − c), which is larger than what he gets from the safe project, (i.e.,Vsafe −

c), this is not necessarily true from the point of view of the manager’s utilities.
Specifically, assume that managers are sufficiently risk adverse so that they prefer
the safe project over the risky one, i.e.

Esafe > Erisky (15)

Since this situation has a higher expected benefit for the organization than when
risky projects are picked, we must require thatpVrisky > Vsafe.

With decision insurance in place, the payoff to a manager is1/n of the payoff
to the group (profit sharing). Notice that when the expected benefit from either
risky and safe projects are both less than the benefit of free riding, managers will
be tempted to free ride and not contribute to the profits. This amounts to having

U

(

Vothers

n

)

> Einsurance
safe (16)

U

(

Vothers

n

)

> Einsurance
risky (17)

When the group is large, this latter criterion amounts topVrisky/n < c.

If decision insurance is now combined with anonymous monitoring sufficient
to make the cost of free riding higher, the choices left to managers are among the
safe project and the risky one. In order for managers to choose the risky project the
final relation one needs is
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Einsurance
risky > Einsurance

safe (18)
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3.1 Equilibrium outcomes and adaptive behavior

For simplicity, we will first assume that all the organization managers have identi-
cal preferences. In this case, if there is a simple equilibrium all will make the same
choice, and the fixed point will correspond to the choice with the highest expected
utility.

To illustrate the possible behaviors, we use the functional form for the utility
given by Eq. (3). This allows us to explicitly illustrate the range of behaviorsthat
can ensue as a function of the parameter values.

The resulting regimes are shown in Fig. 4. As can be seen, for these parameter
values one can obtain several equilibria, separated by the curves shown. For lower
values ofQ and the full range of probabilities for the risky project to be successful,
managers will free ride. For larger values ofQ there are two possible outcomes.
Either everyone chooses the safe project or the risky. When there is noinsurance
the transition between these occurs atp = 0.54, whereas with insurance this tran-
sition is lowered top = 0.404, which is just slightly above the risk neutral location
of 0.4.

0.2 0.4 0.6 0.8 1
p

0.05

0.1

0.15

0.2
Q Behaviors

Safe Risky

Free ride

Figure 4: Equilibrium regimes for parametersVsafe = 80, Vrisky = 200, c = 10,
C = 50, n = 35, W = 100. The curves denote the boundaries between the be-
haviors with the highest utilities. The vertical line on the right corresponds tono
insurance, whereas the left one is the case with insurance, which is indistinguish-
able from the boundary for perfect risk neutral managers. The horizontal curve
denotes the boundary between free riding and no free riding.

While this results illustrate the kind of equilibria that can ensue from the ex-
istence of decision insurance it is also important to discuss the dynamics that lead
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to these fixed points. It is often the case that as external conditions in the market-
place change, those changes are detected by those most directly involvedin dealing
with customers. These changes tend to alter the perception of the payoffs and the
likelihood of the success of particular projects. The question then is: how does
decision insurance respond to these changes, or, specifically how do managers re-
spond given the incentives offered by the mechanism? In particular, we need to
answer to what extend it can respond correctly without needed furtherintervention
or retuning by management? By this we mean adjusting the choice among risky
and safe project while preventing free riding.

Consider a scenario whereby initially all the managers of the organization
choose to work on safe projects because their assessment of the success probability
of a risky project is low. Over time additional information may change this assess-
ment and therefore the alternative has a greater expected utility. If this probability
continues to increase, a typical manager will eventually realize that her utility for
choosing the risky project is greater than the safe one. At this point this manager,
and hence all others because of their assumed homogeneity, will switch to therisky
project. Ideally, the switch would occur at the point where the expected value of
the risky project first exceeds that of the safe one. For risk averse managers this
will not happen until the expected value of the risky project is much higher than
the safe one, thereby leading to a loss to the organization.

With decision insurance however, the switching point is lower and very close
to the ideal one that a risk neutral person would choose provided the group size is
large. Thus insurance makes the organization have higher expected payoff.

Interestingly, the reverse transition does not take place at the same point when
there is insurance. This can be seen by considering that all managers are now in-
volved in the risky project while its success probability decreases over time.At
some point, the utility of the safe project will be larger, causing everyone to switch
to the safe project. Interestingly however, with insurance in place, this switching
point is at a lower value of the probability than it was for the switch from safeto
risky. This is due to the larger profit sharing that comes from everyone choosing
the risky project as opposed to the safe one. This is because when everyone is
choosing a risky project the expected value of profit sharing is higher than if they
were using the safe project, and hence they are less risk averse. Thus, the tran-
sition for all of them to switch from risky to safe will be at a lower value of the
probability of success than the transition the other way. This an interesting social
example of hysteresis, which can happen anytime cooperative behavior isat play
when constraints change.
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4 Discussion

In this paper we proposed a decision insurance mechanism that encourages risk
averse decision makers to act as if they are risk neutral. Specifically, we showed
how a properly designed decision insurance mechanism can be implemented within
organizations so as to increase the likelihood that managers will behave towards the
best interest of the enterprise even when they are risk averse. Equallyimportant,
we showed how one can use the social network of a decision maker to set up a
process that helps reduce the moral hazard inherent in this insurance.This was
accomplished by automatically identifying the community of practice around a
given manager from patterns in email exchanges in the organization.

From this community of practice one can set up an effective monitoring group
whose structure is such that the ability to detect free riding more than compensates
the possibility of false positives, ie. construing as free riding what is not on the
part of the manager. Likewise, this implementation within the enterprise offers the
possibility of addressing adverse selection by making participation mandatoryfor
all managers.

A quantitative analysis of all the factors that enter into this decision insurance
identified three possible behavioral regimes. In the first one, members contribute
to production but avoid risky projects. In the second regime, managers adopt a
risk neutral stance when taking decision insurance. In the third one, theyfree ride
by not giving the full attention to the decision problem at hand while relying on
their share of revenue from the efforts of others to compensate for the resulting low
performance of their own projects.

An additional advantage of using communities of practice for the purposes of
monitoring decision makers is that these communities tend to quickly restructure
themselves when new tasks confront the organizations. This is to be contrasted
with the very slow response that a formal organization exhibits when havingto
reorganize in light of new constraints [9].

Implementing this mechanism within an organization would involve the fol-
lowing steps.

1. Identify the participants, ie.. those managers that make decisions and de-
cide whether the decision insurance should be voluntary or applied to every
decision maker in the organization.
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2. Find the community of practice of those insured to form the monitoring
groups for each of the insured. This involves finding the social network
and deciding what portion of it to use for the monitoring groups.

3. Set the appropriate threshold values, premiums and payout based on the or-
ganizations assessment of the value of the different projects (based onpast
history, for example).

4. After the period of insurance expires, the organization gets the premiums
and pays out the amount of insurance to those whose outcomes failed.

Notice that this mechanism is only useful in situations where the expected re-
turn on risky projects is higher than that of safer ones. In addition practical imple-
mentation will require that the time horizon for measurable returns be short. Once
organizations gain experience with decision insurance over short times they could
extend it to longer horizons, perhaps using more sophisticated tools such as futures
similar to those in financial markets.

While the particular model we used to quantify the benefit of decision insur-
ance makes simplified assumptions and thus might not describe in detail the work-
ings of a real organization, it nevertheless shows behavioral regimes that can be
encountered. Thus it could serve as a guide when trying to implement this mecha-
nism inside an organization. It may be possible to obtain more precise agreement
with real organizations by addressing some of its limitations.

As one example, the model uses parameters for some group behaviors that
are not readily measured directly. These include the size of the threshold nec-
essary to insure fair detection when free riding with minimal false positives. As
one approach to estimating appropriate values, the company could try various pilot
systems with differing choices, premiums, groups and thresholds. Observing the
resulting participation can give some indication of the appropriate parameters, as
well as collecting the necessary information on the track records of managers so
that premiums can be set appropriately.

In our analysis we assumed binary choices between a risky and a safe project,
rather than the more realistic scenarios of continuous variation of effort. Thus in
general it may be the case that only some people in the group are confronted with a
moral hazard. The restriction to binary choices highlights this particular dilemma
while ignoring the differences among group members.
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An important extension of our analysis would incorporate the heterogeneous
levels of payoffs, skills and risk attitudes in the group. For instance in a hetero-
geneous group, adverse selection can be more of a problem because people whose
projects involve small payoffs would want to join and free ride on those insured to
make decisions that involve lots of money, and therefore higher profit sharing for
everyone. This can be accommodated by weighting the premiums and payoffsby
the size of the projects.

Another issue is the population dynamics when payoffs change as new projects
come into the focus of managers. As illustrated by the model, the population can
show interesting hysteresis and time lags and it would be interesting to determine
the conditions under which they take place. In particular, to what extent there-
sponse to changing constraints depend on the nature of the social network [8].
Furthermore, the natural turnover of organizations imply that newcomers will be
joining this insurance scheme. In an insurance scheme it can take a while fornew-
comers to establish a track record for assessing premiums. One advantageof using
the social network structure as part of the mechanism is the ability to gain the
needed information in less time than required to complete a number of decisions
required to establish a formal track record. This is due to the speed with which an
informal network gets established.

Equally interesting will be the experimental test of this mechanism in the labo-
ratory, which will allow for the evaluation of its effectiveness as well as theincen-
tives and tradeoffs that can make it operational inside organizations. Furthermore,
a real implementation of decision insurance will expose its value and shortcomings.

And finally, it will be of interest to extend this mechanism outside a formal or-
ganizational structure. Outside the enterprise the problem of moral hazard is more
severe since there is no formal monitoring structure such as managers. Neverthe-
less, there are instances of informal groups that are not part of a formal enterprise
where peer group monitoring can be sufficient to prevent moral hazard. An ex-
ample is provided by the microlending institutions in the third world. In some
of these cases [6] the group of potential recipient has both the incentiveand the
knowledge to reduce moral hazard, since the prospect of future loansdepends on
the repayment history of the group as well as how they use the loan.

Regardless of the simplicity of the model, decision insurance offers a flexible
methodology for tackling the vexing problem of making decision makers less risk
averse.
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