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Abstract 

Utility Grids implemenf a virtuuliiarion architecture and nl- 
- lowfor sharing of infrastructure for improved Rerum on invesr- 
menr(RO1J. Wc consider extending the existing Grid infrustrucrure 
to SUp[JOrt interacrive sessions in an enterprise serring. This w,ould 
allow u.sers to remotely execute interactive upplicnrions in the Grid 
und view their ourput using remore displuy rechnologies. We pro- 
pose a resource allocation architecture to support such inferactive 
sessinas in Utilify Grids. End-users submit requests for a remote 
deskrop session A Utility Grid Site Resource Allocation Sysrem 
assigns a compute node for this request considering pefomnce 
needs of .such remote desktop sessions. We also pmpose a hier- 
atchinil admission conrml sysrem. The system consists of a Site 
Admission Control Sysrem for admission control of remore desktop 
sessions. and n Session Admis.yion Contml sysrem at the compute 
node fiir admission check of per-application intrraaive sessions. 
We also presenr discussion on mired workloads consisting of re- 
quesrs.for barch jobs and interactive remote desktop sessions. 

I Introduction 

Utility Grids[l] provide geographically distributed het- 
erogeneous resources to be accessed as a utility. They 
implement a virtualization architecture hiding the details 
of resource management from the end-user. Traditionally, 
such virtualization architectures have focused on support- 
ing batch applications. In [8, 4, 2, 31, we introduced Grids 
which extend the supported application domains to also 
support interactive sessions using remote display technolo- 
gies. Keyboard and mouse events are sent from the users’ 
submission node to the remote compute nodes in the Grid, 
and the remote display is sent from the compute node to 
the user’s submission node. The challenge is to architect a 
resource allocation system for such Grids. Traditional re- 
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source allocation systems cater to the needs of batch appli- 
cations [5] ,  and others like [7] cilter to the needs of 3-tier 
applications. These existing systems in themselves do not 
address all the needs for interactive sessions in Utility Grids. 
Existing thin client system architectures[9] use remote dis- 
play technologies but they do not have an architecture in 
the context of Grids. In our work, we consider the Utility 
Grid to be composed of several sites and we focus only on 
the resource allocation mechanisms for a single site. Inter- 
active Sessions are more sensitive to performance require- 
ments than batch jobs. In this paper, we propose some key 
components we are investigating for a resource allocation 
architecture considering the performance requirements for 
interactive sessions. Specifically, we describe a hierarchical 
session model, hierarchical admission control system, re- 
source assignment system, and a discussion on mixed work- 
loads consisting of requests for batch jobs and interactive 
sessions. 

2 System Architecture 

2.1 System Model 

We are considering Utility Grids in an enterprise envi- 
ronment provided either by Application Service Providers 
(ASPs)[2] or by in-house IT departments. These Utility 
Grids have been extended to support interactive applica- 
tions. Examples of interactive applications in such an en- 
vironment are for CAD/CAM applications, office applica- 
tions, and financial applications. In such a structure, the 
end-users would typically have a thin client machine, and 
would desire a machine for interactive use. The ASP o r  in- 
house IT department has several sites, each site hosts com- 
pute nodes and storage nodes. A hierarchy of schedulers 
exist as shown in Figure 1 to manage the scheduling of user 
requests in such an environment. At the highest level. we 
have a Grid Super Scheduler capahle of scheduling user re- 
quests across different sites. Each of the sites has their own 
local Utility Grid Site Resource Allocation System which 
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in our context is responsible for allocating resources to end- 
users for interactive use. At the compute node level, the 
local OS scheduler is responsible for scheduling the per- 
application sessions on the local processor. In our work, 
we only consider a Utility Grid Site Resource Allocation 
System to which the user submits a request for interactive 
sessions. This is done either directly or indirectly through 
a Grid Super Scheduler that distributes user requests across 
several sites. 

As an example, consider a user desires a desktop ses- 
sion for executing CAD design applications. He creates 
a request containing the list of all the applications that he 
may have to use during the desktop session. For example, 
he may choose AutoCAD, Matlab, software code editors 
and compilers. He also specifies in the request the static 
resource requirements of the compute node he desires eg. 
the processor speed, memory size etc. These requests are 
received at a Utility Grid Site Resource Allocation System 
as shown in Figure 1. On arrival, the requests are placed 
into an Input Queue. We first apply coarse grain filtering of 
compute nodes for the requests based on the static resource 
requirements like desired processor speed and type, the de- 
sired memory size etc. We then apply admission control 
through a Site Admission Control module for those com- 
pute nodes satisfying the static resource requirements, tak- 
ing into consideration the performance requirements of the 
interactive sessions. Requests for which the Site Admis- 
sion Control test fails for all eligible compute nodes are 
placed in a Pending Queue to he  tried again later when re- 
sources get freed up. An compute node is finally picked by 
the Resource Assignment system from those satisfying the 
Site Admission Control test considering the heuristics for 
interactive sessions. Once a compute node is assigned to 
a request, the deployment infrastructure performs the con- 
figuration including the setup of users' data and required 
applications. Once the system is setup. the remote desktop 
session is started, and the user is given direct control of the 
compute node as shown in Figure 2. The user now suh- 
mits requests for starting his desired applications directly 
to the compute node. These requests for starting applica- 
tions go through a Session Admission Control system. If 
the session admission control test is satisfied, the applica- 
tion is started in the context of the remote desktop session. 
Monitoring and Management agents [4] monitor the remote 
desktop session and the applications within that remote ses- 
sion. The remote desktop session ends after a specified du- 
ration of time. 

2.2 Hierarchical Session Model 

In our utility environment, we consider a hierarchical 
session model consisting of (i) a top level remote desk- 
top session, and (ii) per-application sessions within a re- 
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Figure 1. Considered Hierarchical Model 

Figure 2. High level overview - A User's per- 
spective 

mote desktop session. A remote desktop session consti- 
tutes a runtime environment like a VNC (Virtual Network 
Computing)[6] remote desktop session. The per-application 
sessions are started interactively by the end-user and they 
execute in the context of the remote desktop session. All 
the per-application sessions share the resources allocated to 
the remote desktop session in which they execute. The re- 
quest submitted by the user to the Site Resource Allocation 
System is for obtaining a remote desktop session. The re- 
quest specifies the list of applications desired within that 
remote desktop session. The accounting for the user is done 
for the remote desktop session and so is the coarse grain 
life cycle mlmagement. For example, from the perspective 
of lifecycle management, the per-application sessions can 
he considered as children of the remote desktop session. 
When the remote desktop session is killed, all the children 
are also killed. Each per-application session is represented 
hyaprofile Ai = { c i , N ; , s i , L ~ , , L s ~ } ,  whereCi ,Ni ,Si  
represent the required CPU utilization (in cycledsecond) 
, required network bandwidth, and required storage band- 
width respectively for the application. LN< represents the 
acceptable network latency between the end-users' suhmis- 
sion node and the compute node, L a  represents the accept- 
able storage latency between the compute node and remote 
storage node. Using these profiles for the list of applications 
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specified in the users’ request, we determine the resource 
requirement for the remote desktop session. 

2.3 Hierarchical Admission Control 

We propose a hierarchical admission control system con- 
sists of a Site Admission Control system, and a Session Ad- 
mission Control System. We describe them below: A site 
admission control module exists at the Site level. It is re- 
sponsible for determining if a compute node meets the re- 
source and latency requirements for a given users’ request. 
These requirements are captured through the resource re- 
quirement for the remote desktop session. The resource *- 
signnient heuristics are. then applied to only those res0urce.s 
that satisfy the admission control test. A Session Admission 
Control system is responsible for determining if a remote 
desktop session can meet the resource and latency require- 
ments fora new per-application session. The Global Admis- 
sion Control system makes an admission decision for the 
remote desktop session assuming the resource requirements 
derived from a resource model. Once the remote desktop 
session is starred on the compute node, the end-user can in- 
teractively start the applications in various execution orders, 
and may start several instances of the applications. Hence, 
we need to perform a Session Admission Control check at 
the compute node level to check dynamically if there are 
enough resources available for the application without vio- 
lating the resource availability for currently running appli- 
cations. 

2.4 Resource Assignment 

A Resource Assignment system assigns compute nodes 
for the users’ requests taking into consideration (a) perfor- 
mance needs of interactive sessions for Utility Grids, and 
@) Wait time for the user. The Wait Time refers to the time 
it takes for the compute node to he assigned to a user since 
receiving the request. Unlike batch job submissions, a user 
after submitting the request for remote desktop session typ- 
ically waits for the compute node to be allocated to him 
immediately. In our system, the wait time is dependent on 
(is the summation oi) the wait time in the ‘Input Queue’, 
the wait time in the ‘Pending Queue’ waiting for resources 
to become available, and processing overhead of the ad- 
mission control and assignment algorithms. The resource 
assignment algorithm must also consider all the three re- 
sources - CPU, network bandwidth, and storage bandwidth 
while making assignment decisions. Appropriate weights 
must be assigned for these three resources depending on 
which of these is the bottleneck resource for the set of ap- 
plications desired by the user. 

3 Mixed Workloads 

Currently, Grids are being used pre-dominantly for run- 
ning batch applications. For example, financial solutions 
in enterprises are using large clusters for running Monte 
Carlo simulations. Through our work, we have proposed 
to extend Utility Grids to also support remote desktop ses- 
sions. One approach could be to dedicate separate resource 
pools for the batch applications and remote desktop ses- 
sions respectively. However, allowing the sharing of re- 
sources for batch and interactive remote desktop sessions 
would improve efficiency. We are doing simulation stud- 
ies for such mixed workloads consisting of (i) requests for 
compute nodes to run batch applications, (ii) requests for 
compute nodes for interactive remote desktop sessions. We 
are studying the overall performance of the system through 
meuics of Throughput and Wait time. 

4 Conclusions 

In this paper, we presented the key concepts for a re- 
source allocation architecture with support for interactive 
sessions in Utility Grids. These were hierarchical sessions, 
hierarchical admission control, resource assignment, and 
mixed workloads. The hierachical session model for in- 
teractive sessions consisting of remote desktop session and 
per-application sessions in the context of the remote desktop 
session. The hierarchical admission control system consists 
of a Site Admission Control system at the Site level and a 
Session Admission Control system at the compute node. A 
Resource Assignment system is responsible for assigning 
compute nodes to the users’ considering the needs of inter- 
active sessions. We are also looking at mixed workloads 
consisting of mixed batch and interactive session workload. 
As future work, we are refining and developing the con- 
cepts in more detail and also looking at simulation studies 
for mixed workloads. 
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