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ABSTRACT
We present the design, implementation and evaluation of a new
geotagging service,Gloe, that makes it easy to find, rate and rec-
ommend arbitrary on-line content in a mobile setting. The service
automates the content search process by taking advantage ofge-
ographic and social context, while using crowdsourced expertise
to present a personalized feed of targeted information ranked by a
novel geo-aware rating and incentive mechanism.

Users rate the relevance of recommendations for particularloca-
tions using a limited, global voting budget. This budget is,in turn,
increased by accurately predicting local content popularity. One of
the key goals of our mechanism is to encourage ratings, and inan
evaluation of the live system we found that the rating to click ra-
tio was107 times higher than the ratio for videos on YouTube,34
times higher than the ratio for applications on the Android Market,
and3 times higher than the ratio for Web pages on Digg.

To investigate whether our mechanism also had qualitative ef-
fects on the ratings we conducted a number of experiments on
Amazon Mechanical Turk, with 500 users, comparing our mech-
anism to the de-facto 5-star ratings commonly in use on the Web.
Our results show that budgets improved the ranking and incentives
improved the aggregate rating of a series of location-dependent
Web pages.

Categories and Subject Descriptors
H.5.3 [Information Interfaces and Presentation]: Group and Or-
ganization Interfaces

General Terms
Design, Economics, Experimentation

1. INTRODUCTION
Thanks to advances in mobile browser technology and connec-

tivity, the Web platform is becoming ubiquitous across a wide range
of devices beyond desktops and laptops including mobile phones,
smart phones, slates, netbooks and even printers.
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However, devices with smaller visual real estate, more limited
bandwidth, and restricted input mechanisms are ill suited to sift
through large amounts of information and content typicallypre-
sented on the Web, e.g., in search results and map overlays.

Now, consider that more user-contributed content and more so-
phisticated information extraction techniques have led toan infor-
mation overflow even for traditional Web platforms. It is then clear
that more efficient filtering and aggregation techniques areneeded
for the mobile Web. One efficient technique to automate the filter-
ing process is to sense the context of the information searchfrom
the device or application. Another is to filter the content based on
popularity in different demographics or social networks.

Location Based Services (LBS)1 address the general problem
of providing location-aware context filtering. Content is typically
filtered based on distance, assuming a physical address of a Point of
Interest (POI) and equal popularity among recommended items. In
our work we want to relax both of these assumptions to allow users
to recommend and rate arbitrary Web content in arbitrary locations,
and in that sense construct something very similar to a traditional
search engine on the surface, but one that is powered by the crowd
and that is highly geo-sensitive.

The issue of many recommendation systems based on crowd rat-
ings today is that they are either too sparse to provide any meaning-
ful aggregate guidance, or too opaque to validate or filter the results
based on trusted users. These two features are crucial when filter-
ing today’s flood of location-dependant information. For example,
Yelp 2 may rate a restaurant very poorly based on just one guest
who was unhappy with the experience, or conversely Google may
rank the restaurant highly because of a number of hidden metrics
and recommendations. So which recommendation should a partic-
ular user then choose?

There are two possible ways to tackle thisuser-controlled ver-
sus objective trade-off problem: either a search engine is made
more transparent by adding more meta data, or a rating systemis
extended to improve the quality and quantity of ratings. Google
and other traditional search engines have chosen the formerap-
proach [12], whereas in this paper we focus on the second ap-
proach, which has been less explored in the literature and inreal
systems.

We extend the existing state-of-the-art LBS work by introducing
novel rating, ranking, and incentive mechanisms that take both so-
cial and geographic context into account to estimate the popularity
of on-line content, such as Web pages.

Systems such as Yelp and Urbanspoon3 try to limit the influence

1e.g. http://{mobilizy,layar,gowalla,geodelic,
loopt,mypebblebox,foursquare,where}.com
2http://yelp.com
3http://urbanspoon.com



of destructive users by forcing everyone to sign up and leavea text
comment with their rating. This extra contribution burden limits the
number of ratings, particularly for less known providers. Another
common way of tackling the problem is to restrict users to a single
vote on a very limited scale (e.g., 1 to 5 stars). This again limits the
information that can be inferred, leading to possibly less accurate
or simply fewer ratings.

To address this problem we have designed a geographic infor-
mation economy that aggregates votes restricted by per-user vot-
ing budgets. The popularity of Web content is determined by how
many aggregate votes a URL pointing to that content has received
within a search radius away from a location specified by the user
(or sensed by the user’s device).

A small business with a limited budget may in this way receive
very high prominence in a local area, due to the fact that users of
our service could specify an epicenter and a radius of the search
that does not include competitors.

Given that our recommendation approach incorporates both so-
cial as well as crowd contribution factors that are hard to evaluate
solely in a lab setting, we have made our implementation available
to the public on a large number of diverse platforms, and we are
continuously studying the usage to refine our mechanism. Because
of this symbiotic relationship, we present both the mechanism and
the system in this paper.

The contributions of this paper include:

• a novel budget-based recommendation mechanism for social
and geographic filtering,

• an end-user system, calledGloe 4, that implements this recom-
mendation mechanism, and

• a series of evaluations and experiments showing that (i) con-
tribution incentives can improve the quality of individualrat-
ings, (ii) the budget mechanism can extract more accurate ag-
gregate rankings, and finally (iii) the combination of incentives
and budget-based ratings in a real system exhibits substantially
more ratings per content consumed than similar rating systems.

This paper is organized as follows; in Section 2, and Section3
we discuss related work, and some motivating examples. In Sec-
tion 4 we present the underlying model of our ranking and incentive
mechanisms, and describe the design behind the implementation of
the Gloe service. In Section 5, and Section 6 we evaluate the sys-
tem and the mechanism using live traces and end-user experiments
on Mechanical Turk. Finally, we summarize our findings and con-
clude in Section 7.

2. RELATED WORK
Related work falls into five broader research areas:recommender

systems, crowdsourcing, geographic and mobile search, paid search
andincentive-based mechanisms.

2.1 Recommender systems
Our work relates to the use of contextual information in recom-

mender systems. Adomavicius et al. [1] proposed a general frame-
work to extend existing collaborative filtering algorithmsthrough
a multidimensional approach capable of leveraging any contextual
information. Others studied the specific use of tags [30] or social
networks [13, 10] and showed that both yield better recommenda-
tions. Although we also exploit tags and social links, our approach
focuses on location. Furthermore, Gloe does not use collaborative
filtering techniques but relies on a budget-based rating mechanism.

4http://hpgloe.com

2.2 Crowdsourcing
The general concept ofcrowdsourcing andthe wisdom of crowds

was first articulated by Rheingold in [24] and was extensively stud-
ied subsequently (e.g., [26, 15]). The idea is that a large group of
people may provide more accurate information than a few experts
given some aggregation constraints. An example is the Google
PageRank mechanism [6], whereby the crowd (Web page providers)
indirectly give their estimate of how popular a Web page is by
adding links to it from their own pages. One issue with this ap-
proach is that only Web page providers’ estimates are used, not
visitors’ estimates. Furthermore, the (by design) implicit rankings
may be offset by Web site owners trying to explicitly boost their
own ranking [11]. Explicit crowd rating systems address some of
these issues, such as the news aggregation site Digg5 and the so-
cial bookmarking service Delicious6. However, these systems lack
an incentive mechanism to govern the quality of the ratings,and
rely heavily on who is most connected in the social graph of the
service [28, 29].

2.3 Geographic and mobile search
One may claim that entering a geographic keyword term in a tra-

ditional search engine would mimic the behavior of geographically
aware search services, such as LBS [25]. There are a number of
issues with this approach. First, the geographic search term needs
to be explicitly mentioned on the pages, second there is no notion
of geographic scope or distance, and third the global ranking (e.g.,
PageRank which is a global metric) of a page may be very different
from the local ranking. A number ofinformation retrieval anddata
mining efforts have been proposed to address these issues [2, 7, 3].
These efforts rely on crawling and indexing of Web pages, anddo
not take social networks nor explicit visitor ratings into account.

Mobile device search customization was addressed in [19, 20],
where the conclusion was that recommendations and automated fil-
tering on popular search terms within the current geographywere
the keys to improving the mobile device search efficiency, given
the more limited input mechanisms, e.g., a soft keyboard on asmall
screen. This work did not leverage the social context or discuss the
importance of crowdsourcing to provide these recommendations.

2.4 Paid search
Although Google takes great pride in theorganic search results

being thetrue rankings of Web pages [6] not influenced by com-
mercial interest, the fact is that the main revenue stream comes
from their paid search featureAdWords [11]. So the success of
Google is to be found in the ingenious combination of paid and
organic search (e.g., minimizing intrusion and maximizingrele-
vance), as many other search engines have tried to monetize search
unsuccessfully [6]. AdWords, however, has the same limitations as
Google PageRank in general: it is focused on Web page providers
bidding on their content, and visitors may only express their ap-
proval by clicking on the links. The general lack of transparency in
how AdWords works is not an oversight but rather a design choice
(see e.g. the sections on QualityScore in [11]); since the scheme
would be defeated if Web page providers could figure out how to
bid less to get more prominence for worse content. One reasonfor
this is that the GSP auction mechanism used is known to not be
fully truth-telling [8]. This lack of transparency has ripple effects
on how the results may be filtered. In particular, users are not aware
of how geographic and social network popularity affect the results.

5http://digg.com
6http://delicious.com



2.5 Incentive-based mechanisms
Bhattacharjee and Goel make a case for sharing the revenue gen-

erated by ranking and recommendation systems with users, asen-
couragement to provide useful feedback and present an incentive
based ranking scheme [5]. However, their theoretical analysis is
not complemented by an implementation study. Furthermore,our
mechanism is different in that novel contributions and geographic
coverage are taken into account (see Section 4.1).

Using the crowd to predict future events by aggregating opinions
in a market is the general idea behindinformation markets [14].
Information markets are speculative markets created for the pur-
pose of making predictions, and users are incentivized to report
their beliefs through monetary incentives. Scoring rules are used
to elicit and evaluate the probabilities users assign to future out-
comes in reports. Market mechanisms are used to allow trading
of reports so that individuals with more accurate information than
what is present in the current system may gain from arbitrage[14].
A number of experimental studies show that information markets
work well in practice (e.g., [23, 9]).

Our approach borrows many concepts from information markets,
but is not a traditional market since no trading takes place.How-
ever, if the current economic currency used is mapped to realcur-
rency in an exchange, similar trading scenarios would be possible.
Our key extension to traditional information markets is thefocus on
geo-sensitive and social-network sensitive predictions.In this work
we are mostly concerned with incentives that increase not only the
accuracy of existing items, but also the number of ratings onnew
items in new geographies (see Section 4.1).

Lastly, our budget mechanism also shares some characteristics
with reputation systems [18] where users acquire trust fromthe
community through good behavior and good ratings received from
other users. In our case there is no reputation ratingsper se but
since good behavior (predicting accurately) leads to increased bud-
gets, it empowers users with more influence and thus meritocratic
status.

3. MOTIVATING EXAMPLES
To demonstrate that many systems relying on explicit ratings

have a very low ratio of ratings to clicks (here, content views or
downloads), we study YouTube7, the Android Market8 and Digg.
The first two are studied because they expose both clicks and rat-
ings to the users, and the latter was chosen because the general rat-
ing mechanism and the content rated are similar to our approach.

3.1 YouTube video ratings
We used data obtained from the study on YouTube in [27]. The

data comprises a sample of83, 702 videos obtained while tracing
recent uploads for2.5 days in 2007. The videos were studied for
three months from the time they were posted. Using the snapshot
after 3 months, we measured therating ratio for all videos, defined
as

µ̄ =
1

n

(

n
∑

i=1

log10(ri/ci)

)

, (1)

wheren is the number of items,ri is the number of ratings on
item i, andci is the number of clicks on itemi (in this case video
views). We use log differences to measure relative as opposed to
absolute differences given that the values may span multiple orders
of magnitude. This also had the effect of transforming the metric

7http://youtube.com
8http://market.android.com

into normal distributions for all our data sets, which simplifies sta-
tistical testing. Furthermore, to calculate reliable rating ratios we
only considered content that has been viewed or rated more than
3 times9. We found that̄µ = −2.165 ± .004 10 in this sample,
indicating that there are more than two orders of magnitude more
clicks than ratings on a video on average in YouTube.

3.2 Android Market application ratings
As another reference point we studied the same rating ratio for

applications on the Android market in March 2010. In this case
we obtained a sample of 9006 applications (of a total of about
34, 00011) by querying the market for popular search terms. A
click in this case is an application download. Since only ranges
of the numbers of downloads are available (and not exact num-
bers), we chose the lower bound on the range, and ignored the low-
est range (applications with less than 50 downloads). We found
µ̄ = −1.666 ± .009, which thus can be considered a conservative
approximation.

3.3 Digg Web page ratings
The Digg service is designed to engage users in rating Web pages.

If enough users rate ordigg a Web page it will be promoted to
the front page, and it is then more heavily exposed to visitors (and
thus offers more robust statistics). As our data we took two sam-
ples, one from all stories (Web pages) submitted to digg between
Jan 2009-Apr 2010 (2, 035 with more than 3 ratings or clicks from
weekly samples) and one from all promoted stories (6, 000) during
the same period. For the submitted sampleµ̄ = −0.548 ± .031,
and for the promoted samplēµ = −0.619± .017.

Given that items have on average about4−146 (10.548−102.165)
times fewer ratings than clicks it is clear that there is a large amount
of untapped opinions that could have improved the understanding
of the overall quality perception or popularity of an item across all
its users. Addressing this untapped knowledge is one of the key
motivators for our work.

4. SYSTEM

4.1 Model
In this section we describe the model underlying our system,

Gloe.

Providing ratings
Each user has a limited budget,B, that can be used to rate Web
content (anything that can be retrieved with a URL). The content
that is rated may have been previously recommended to the user or
the user may rate new content to make it show up in subsequent
recommendations. Users who place bids on existing recommenda-
tions are hereafter referred to asvoters and users who place bids
on new content are referred to ascontributors. Budgets are global
in the sense that the same budget is used to vote on and contribute
content in any location.

A content rating, is a 5-tuple{c, t, u, w, b}, wherec is the ge-
ographic coordinate expressed as a latitude, longitude pair, t is a
tag associated with the rated content,u is the user that is making
the rating (by voting or contributing), andw is the title and URL
pointing to the Web content. A bidb, which may be both positive
and negative, expresses the weight or value of the rating. The bid
must satisfy|b| < B. After the rating is made, the user’s budget is

9and rated as well as viewed at least once
1095% confidence bound
11See e.g.,http://www.androlib.com



decreased by the magnitude of the bid, i.e., the user’s new budget
is B′ = B − |b|.

Each rating is also associated with the time,T , when the rec-
ommendation was made. Furthermore, thec coordinate space is
clustered in geographic areas,a.

A tag, t, is comprised of a hierarchically organized list of arbi-
trary strings{s1, s2, ..., sn} representing categories and sub cate-
gories chosen by the user.

Obtaining recommendations
To obtain a list of recommendations the user specifies acontent
query comprising a 5-tuple{c, t, r, h, U} wherec is the coordinate
from which to search,t is a tag filter, subsequently referred to as a
channel, {s1, ....sk} matching the firstk tag strings in the ratings
previously made,r is the radius within which to search (from the
coordinatec), h is the maximum number of search results to return,
andU = {u1, u2, ...uj} is a set of users to filter the results on. If
U is empty, ratings from all users will be returned.

The system matches all ratings within the search radius and re-
turns a list ordered by bids aggregated by URLs. Thus, the most
highly ranked result is the one that users spent the largest budget
amount in aggregate to recommend (within the search radius). Each
result item contains the 4-tuple{c, d, w, b′}, whered is the distance
from the search coordinate to the recommendation item, andb′ is
the aggregate of all bidsb from content ratings matching the query.

Now, a user may view, or rate (vote on) a recommendation re-
turned, as previously described.

Incentives
When a user votes on or contributes content that she likes, she can
effectively use Gloe to build up personal bookmarks. Furthermore,
Gloe can be used for social bookmarking, since a user can choose
to only view content that her friends recommended. These uses of
Gloe may incentivize a user to contribute and rate recommenda-
tions, since both she and her friends can directly benefit.

To give users an additional incentive to rate and contributerec-
ommendations truthfully we pay users that contribute valuable rec-
ommendations. In economic terms, such payments can alleviate
free-riding [22]. In particular, we pay each user who has con-
tributed the most highly rankedu in any geographic areaa within a
time interval[Tt, Tt+d] a bonus that increases her budgetB. In the
current system,d is set to a day, and there are about 33 thousand
possible areas where users may earn bonuses. The mechanism was
designed to reward users who predict popularity of Web content
well and who contribute in areas where few ratings and recommen-
dations exist. Even though there are other potential ways toreward
users, we note that in our mechanism, only the user who contributed
a rating on a new url or was the first to rate a url provided by the
system is subject to a bonus. Moreover, the time interval only ap-
plies to the ranking whose url is the most popular the day the bonus
is given, not the time the contributor made the initial rating.

The bonus rewards are also displayed on a global top list to show
what content is popular and where, as a reputation and friend-
finder mechanism. This potentially further incentivizes users to
contribute, since contribution exhibits a strong positivedependence
on attention in crowdsourcing [16]. We also list the top contributors
based on aggregate bids within a channel and a geographic area,a,
where a user’s search originates from.

4.2 Design
We have designed and built a service, based on the model just

discussed, that efficiently serves geographically as well as social-
network-filtered recommendations on folksonomy tagged Webcon-

tent. A number of mobile clients have also been implemented to
evaluate the service.

The key design points in the Gloe service are i) aggressive par-
titioning of the data based on geography, while offering rich query
capabilities within each partition, ii) social network usefor query-
by-query filtering, iii) easy and efficient mobile device andWeb
access. Below we discuss the main design decisions.A more com-
prehensive description of the design is outside the scope ofthis
paper.

To be able to serve rich SQL queries efficiently with low laten-
cies required for mobile client usage, we split the recommendation
data in geographically partitioned databases, here calledshards.
Each partition represents a geographic region approximately 100
by 100 miles large, based on the first three hash characters rendered
by the Geohash12 algorithm. Currently we host about 7 million
recommendations, in about 12 thousand regions. This partitioning
makes expensive SQL radius queries fast even with large amounts
of data. Partitions may be hosted on a single multi-core machine or
be distributed across a cluster of machines. In either case through-
put may improve dramatically, and scaling up based on demandis
easy. We also improve the performance of our system by mainly
indexing Web content, and meta-data as opposed to hosting and
serving the content.

The Gloe service integrates with the Facebook authentication
mechanism to allow filtering of recommendations based on your
existing social network. We have also implemented an open HTTP/J-
SON protocol13 that can be easily accessed from many mobile
or Web based platforms. To date we have mobile clients for An-
droid, BlackBerry, iPhone, and WebOS as well as a general purpose
HTML5/AJAX based Web client that works in all the major Web
browsers. Screenshots of the Web and mobile clients are shown in
Figure 1 and Figure 2.

Figure 1: The Web interface at hpgloe.com displaying channel menu
(top); recommendations (left); map, recent and trending recommendations
(right).

5. SYSTEM EVALUATION
In this section we evaluate Gloe including its rating ratio,query

success rate, performance, and geographic coverage based on traces
from about 5 months of usage.

12http://wikipedia.org/wiki/Geohash
13http://hpgloe.com/api



Figure 2: The Android, iPhone, BlackBerry, and WebOS (left to right)
clients showing top channels and recommendations.

Table 1: Recommendation Click or Rating Success (Rating Success in
parenthesis)

Channel Success Path IPs Sessions
Overall 0.59(0.52) 7.04(7.96) 1152(1132) 2211(1875)
Travel 0.87(0.83) 7.22(7.29) 50(45) 67(52)
Cities 0.70(0.64) 3.73(3.94) 31(31) 33(33)
Photos 0.66(0.64) 6.08(6.43) 356(342) 478(446)

5.1 Rating to click ratio
First we studied whether our system improved on the rating ratio

as defined in Section 3. We looked at unique Web pages14 across
all of our regions in our system (366 URLs) and computed a rating
ratio for all of them. We found̄µ = −0.135± .049 (see Equation 1
in Section 3). This value is significantly higher than the ratios stud-
ied in Section 3. It is on average about107, 34 and3 (102.165−.135 ,
etc) times higher than the ratios for YouTube, Android Market and
Digg respectively. This result is significant on a 5% level with a
one-tailed z-test.

5.2 Recommendation success
To evaluate how successful our recommendations were we stud-

ied a five-month trace (Feb-July 2010) containing507, 907 records
from the Web server log where we reconstruct user sessions based
on activity from a total of13, 059 IP addresses. A user session
is defined as activity from the same IP that starts by a call to our
recommendation retrieval API and ends either with our clickor rat-
ing API (success) or by timing out after 30 minutes of inactivity
(failure), a limit commonly used [4] in these kind of studies. We
wanted to know the success rates and session lengths for clicks and
ratings across different channels, which represent a proxyfor a key-
word search in our system. Table 1 shows the statistics for the case
where a session may end with both a rating and a click. Given the
high rate of ratings we also show the data for the case where only
a rating is considered to end the session successfully in parenthe-
ses. The most interesting part of this data is that the session query
success rate only drops from0.59 to 0.52 and the session length
only goes up from7.04 to 7.96 when only ratings not clicks are
considered a success, which again supports the hypothesis that our
system encourages ratings.

5.3 Performance
To evaluate the performance and scalability of the service we

pre-loaded the system with about 6 million recommendationsfrom
crawls of Wikipedia, Wikitravel, Panoramio and other on-line por-
tals with geotagged information. For the experiment we deployed

14that had been either clicked on or rated more than 3 times, with at
least one click and one rating

one server on a 1-Core Amazon EC2Small Instance virtual ma-
chine, and another server on a 2-Core EC2High-CPU Medium In-
stance virtual machine. Both servers ran Fedora 8 with 1.7 GB of
RAM.

We studied the most expensive query (radius search) executed
for each of the 83,000 largest cities in the world, which accounts
for all cities with a population greater than1, 000. We measured
the response time and throughput for 1-3 concurrent streamsof re-
quests, all obtaining the top 50 recommendations within 30 miles
of the current location across all channels. Both measures are total
round-trip times from a single client machine, including network
latency (within a datacenter), Web server RPC and database pro-
cessing.

Figure 3 shows the result. We can see that the median response
time is around 30ms and the throughput scales to over 40 requests
per second on the 2-Core machine. We also note that we achieve
close to twice the throughput on the 2-Core machine comparedto
the 1-Core machine, which shows that the system scales well.
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Figure 3: Throughput and response time of radius queries for a 1 and
2-Core server with 1-3 concurrent streams. The error bars represent
the 1st and 3rd quartile, and the line represents the medians.

5.4 Coverage
To see if we have any biases in coverage across our 12,000 re-

gional databases we graphed a recommendation distributionin Fig-
ure 4 and we produced a 256 color heatmap (see Figure 5) of the
world, where each pixel is colored according to a scale from black
(fewest) to white (most) depending on the number of recommen-
dations in that location. From the graph in Figure 4 we can see
that there is a fairly even distribution of recommendationsacross
shards.

Gloe currently has 3427 users (297 Facebook users, 103 Gloe-
registered users, 3027 anonymous users), 261 notes, 6.9 million
recommendations on about 6.7 million URLs with8, 559 tags. We
have recorded3, 678 recommendations and9, 478 clicks on recom-
mendations (all data from Dec 2009-July 2010). Our users come
from 75 different countries, the top ones being the US, India, the
UK, and Canada.
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Figure 5: World HeatMap of recommendations with a color scale on
the left from least (bottom) to most (top) recommended.

6. MECHANISM EVALUATION
Gloe allows a user to assign arbitrary amounts of her budget to

various URLs, thus recommending the corresponding content. In
this section we discuss a series of experiments on Amazon Me-
chanical Turk15 that evaluate this mechanism by comparing it to a
widely used voting mechanism as well as variations with and with-
out incentive considerations.

We consider the following two mechanisms:

• 5-star mechanism: This mechanism asks users to rate on a
scale from 1 to 5.

• 100-credit budget mechanism:This mechanism assigns a bud-
get of 100 credits to each user, and asks a user to allocate this
credit among alternatives. A user does not have to spend all her
budget.

The 5-star mechanism is widely used by recommendation web-
sites (such as Yelp). On the other hand, the 100 credit mechanism,
an abstraction of Gloe’s mechanism, allows a finer grained budget
distribution and thus gives users more freedom over how to rate.

6.1 Mechanical Turk experiments
The purpose of these experiments is to evaluate the influenceof

incentives for rating Web pages as well as the differences inextract-
ing knowledge from users with the 5-star mechanism comparedto
the 100-credit budget mechanism. The incentive and budget mech-
anisms tested here are abstractions of the mechanisms presented in
Section 4.1 to fit the Mechanical Turk setup. For example, more
than one user may receive a bonus for a particular location inthe

15https://www.mturk.com

experiments, because we want to have enough predictions forthe
same location to make more sensible comparisons between individ-
ual and average ratings.

For each of 6 different locations, we selected 10 Web pages that
could be useful either for a person living in that location orfor
someone visiting (to illustrate that Gloe can be used in bothset-
tings), and ran the following 5 experiments on Mechanical Turk.

(1) 5-star mechanism without incentives (SN): Users are asked
to rate the 10 web pages on a scale 1-5.

(2) 100-credit budget mechanism without incentives (BN): Users
are asked to rate the same 10 web pages by spending 100 credits
across them in the same area as A.

(3) 5-star mechanism with incentives (SI): Like SN but with the
additional instruction that they will receive a bonus payment paid
in a raffle proportional to how well they predict the popularity of
the 10 sites.16

(4) 100-credit budget mechanism with incentives (BI ): Like BN
but with the additional instruction that they will receive abonus
payment paid in a raffle proportional to how well they predictthe
popularity of the 10 sites.

(5) 100-credit budget mechanism with incentives on Gloe (BG):
Users are asked to rate the 10 pages directly on Gloe. Each user is
allowed to spend up to 100 credits. Users are again told that they
will receive a bonus payment paid in a raffle proportional to how
well they predict the popularity of the 10 sites.

We thus run 30 different experiments (HITS in the Mechanical
Turk Terminology). For each HIT, we had the participation of50
users. In total, there were 500 unique users.

We selected the following 6 locations: Chicago, IL; Palo Alto,
CA; Mumbai, India; Bangalore, India; Paris, France; and Athens,
Greece. We selected two cities in the United States and two cities in
India, because the majority of workers on Mechanical Turk reside
in these countries [17]. On the other hand, we selected Parisand
Athens, because they are popular tourist destinations.

6.2 Budgets and incentives
We next compare the results of the experiments using two met-

rics: the Kendallτ rank correlation coefficient [21] and the root
mean squared error (RMSE). Theτ metric is used to determine
how well the mechanism ranks the items, whereas the RMSE met-
ric is used to measure how well the absolute aggregate value is pre-
dicted. Both the rank and the absolute values are visible to users in
Gloe, and we thus want to optimize their accuracy. Accuracy here
is defined as how far off the average or aggregate values individual
users predict the popularity of a Web page.17

Amazon Mechanical Turk users only spend a limited amount of
time for each experiment. In order to have the users spend this
time on thinking about the popularity of pages in the given location,
and not on calculating whether the points they allocated sumto
100, we allowed users to assign a total amount that exceeds 100
in experiments BN and BI. However, users were told that if the
total amount exceeded 100, then the values they entered would be
normalized. We normalize the values for BN and BI accordingly.

To compare the qualities of recommendations of the 100-credit

16The results from the SI experiment are only used in Section 6.3.
17We could have potentially used different metrics to evaluate the
accuracy or quality of a recommendation, such as looking at how
well the intrinsic quality of content is predicted. However, it is hard
to evaluate such metrics, since the intrinsic quality is notknown to
us. At any rate, for a recommendation system like Gloe a good rec-
ommendation is a recommendation that other users find valuable;
thus it is important to predict what other users will think about spe-
cific content.



Table 2: Mean Value of Kendall’s Coefficient (τ ) and Root Mean
Squared Error (RMSE)

SN BN BI BG
τ τ RMSE τ RMSE τ

Athens 0.14 0.14 5.38 0.08 4.48 0.27
Bangalore 0.39 0.47 5.30 0.43 5.32 0.48
Chicago 0.34 0.36 5.46 0.34 5.07 0.28
Mumbai 0.24 0.27 5.09 0.25 4.62 0.32
Palo Alto 0.49 0.51 4.89 0.52 4.79 0.45
Paris 0.29 0.31 5.68 0.25 4.96 0.32

budget mechanism and the 5-star mechanism, we first use the Kendall
τ rank correlation coefficient [21], a measure of rank correlation.
Kendall’s coefficient lies between -1 and 1, and increasing values
imply increasing agreement between the rankings. If the agreement
between the two rankings is perfect (i.e., the two rankings are the
same) the coefficient has value 1. If the disagreement between the
two rankings is perfect (i.e., one ranking is the reverse of the other)
the coefficient has value -1.

The τ column in Table 2 shows the average value of Kendall’s
coefficient when comparing a user’s entry with the sum of all users’
entries in a given experiment. A larger value is better. We observe
that BN performs better than SN with respect to this metric, indi-
cating thatthe 100-credit budget mechanism results in better rec-
ommendations than the 5-star mechanism when users are not given
monetary incentives. A paired t-test shows that this is significant at
a 5% significance level.

Having shown that budgets improve the performance without in-
centives, we next investigate whether incentives further improve
the performance. We compare the experiments through the root
mean squared error (RMSE).18 In particular, for each experiment
we compute the average RMSE of the difference between the rat-
ings of a user and the average ratings of all users. A small RMSE
indicates that users gave good recommendations, since their votes
were well aligned with the votes of other users. The RMSE column
in Table 2 shows the RMSEs for the BI and BN experiments. We
observe that experiment BI exhibits a smaller RMSE than experi-
ment BN (for most locations) implying that incentives improve the
quality of recommendations when each user can spend 100 cred-
its. A paired t-test shows significance at the 5% level. Thus,Table
2 also demonstrates thatusers give better recommendations when
they are incentivized to do so under the 100-credit budget mecha-
nism. This, in combination with the fact that BN performs signif-
icantly better than SN with respect to Kendall’s coefficient, shows
that both the budget and the incentive mechanisms could improve
the quality of the aggregate ratings.

Finally, theτ column in Table 2 shows that the performance of BI
and BG is approximately the same, validating Gloe’s mechanism.
In particular, Kendall’s coefficient is slightly bigger forBG than
BI, but the difference is not statistically significant.

6.3 Self-selection and quality
Since we allow Mechanical Turk workers to take any subset of

our experiments, each worker could take up to 18 bonus-basedsur-
veys (SI, BI, and BG). In this section we evaluate the self-selection

18Kendall’s coefficient does not give significant results for the com-
parison of BN and BI. On the other hand, RMSE is not a good
metric to compare SN with BN, because of the different range of
ratings.

Table 3: Self Comparison Bonus Feedback Effect on Participation
Surveys Pos Signal Neg Signal Users
2 0.47 0.72 86
3 0.52 0.70 22
4 0.59 0.69 31
5 0.63 0.58 13
6 0.54 0.60 7

process to determine what positive or negative effects bonuses had
on continued participation. The reason for studying this behavior is
to see whether incentives could be used to filter out a higher quality
subset of users to increase the overall quality of contributions over
time.

The general evaluation method is to look at the bonus perfor-
mance of users clustered by the number of surveys they take. We
then compare the bonus dynamics for each user in two tests. Inthe
positive signal test, if a user gets a bonus greater than or equal to the
last bonus received we say that apositive signal has been sent to the
user. Conversely, in the negative signal test, if a user getsa bonus
less than or equal to the last bonus received we say that anegative
signal has been sent to the user. This setup was used because many
times the same bonus is received and we did not want to bias the
results based on which bucket (positive or negative) we assigned
these bonuses to. Furthermore, we limit the clusters to 6 surveys
taken since higher number of surveys would result in clusters that
would be too biased towards individual performances.

We then compare the fraction of positive and negative signals for
each cluster of users. If the bonus incentives work we would expect
to see an increasing fraction of positive signals and a decreasing
fraction of negative signals for clusters with more surveystaken.

In Table 3 we can see that the expected trends appear for clusters
of 2,3,4, and 5 surveys but then break. This could be due to thefact
that we used only 3 surveys for each location in our experiments
and it may be difficult to predict well for locations the survey taker
is not familiar with.

7. CONCLUSION
In this paper we presented the design, implementation and eval-

uation of a new geotagging service, Gloe, that makes it easy to
find, rate and recommend arbitrary on-line content in a mobile set-
ting. The Gloe rating mechanism consists of a global budget which
users can utilize for making local recommendations. The fact that a
global budget can induce the right behavior is by no means obvious,
for it could in principle incentivize frivolous recommendations of
places and votes about which users have little or no expertise. And
yet our Mechanical Turk experiments show that in spite of itsdif-
fuse geographical nature, (6 cities across the world) such global
budget is effective at extracting a higher quality aggregate ranking
than without the budget. The budgets used in the experimentsare
global in the sense that all users regardless of where they reside are
given the same budget.

High rating participation is crucial for the quality of the results
when statistically aggregating crowdsourced opinions. Itis hence
promising that we were also able to show that the rating to click
ratio for the live Gloe system that implements the rating mechanism
was 3-107 times higher than the ratio for similar systems.

We note that our recommendation mechanism could be applied
beyond local Web content ratings in any situation where a trade-
off needs to be made between low-effort opinion sharing and high-
quality contributions, such as reader review of editorials, evaluation



of customer support service, rating of print kiosks and voting on
innovation ideas.

Our future work will focus on designing more sophisticated eco-
nomic mechanisms to allow users with knowledge about overrated
or underrated content to earn money on arbitrage like on the stock
market. Furthermore, we are interested in studying how popular-
ity and novelty can be traded off in this geographic setting so as to
maximize click-through rates. A project is also underway toapply
the Gloe mechanisms to collect volunteer annotations for remote
parts of Africa in applications including humanitarian aid.
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