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ABSTRACT However, devices with smaller visual real estate, moretéchi
bandwidth, and restricted input mechanisms are ill suitedift
through large amounts of information and content typicalfg-
sented on the Web, e.g., in search results and map overlays.
Now, consider that more user-contributed content and nmre s
phisticated information extraction techniques have ledrtanfor-
mation overflow even for traditional Web platforms. It isthaear
that more efficient filtering and aggregation techniqueshaezled
for the mobile Web. One efficient technique to automate therfil
ing process is to sense the context of the information sdaoai
the device or application. Another is to filter the contergdzhon
popularity in different demographics or social networks.
Location Based Services (LBS)address the general problem
of providing location-aware context filtering. Contentypically
filtered based on distance, assuming a physical addressodrfitoP
Interest (POI) and equal popularity among recommendedsitém

To investigate whether our mechanism also had qualitafive e our work we want to relax b.Oth of these assum_ption_s to allosrus
fects on the ratings we conducted a number of experiments ont© repommend and rate arbitrary Wep content in e.arbltraratlons.,
Amazon Mechanical Turk, with 500 users, comparing our mech- and in that sense construct something very similar to attomail
anism to the de-facto 5-star ratings commonly in use on thie. We search engine on the surfapg, but one that is powered by dinelcr
Our results show that budgets improved the ranking and tivesn and that is highly geo-sensitive.

improved the aggregate rating of a series of location-ceen The issue of many recommendation systems based on crowd rat-
Web pages ings today is that they are either too sparse to provide amning-

ful aggregate guidance, or too opaque to validate or fileeréisults
. . . based on trusted users. These two features are crucial Wteen fi
Categories and Subject Descriptors ing today’s flood of location-dependant information. Foample,
Yelp 2 may rate a restaurant very poorly based on just one guest
who was unhappy with the experience, or conversely Google ma
rank the restaurant highly because of a number of hiddeniggetr
and recommendations. So which recommendation should ia-part
General Terms ular user then choose?
Design, Economics, Experimentation There are two possible ways to tackle tbh&r-controlled ver-
sus objective trade-off problem: either a search engine is made
more transparent by adding more meta data, or a rating syistem
1. INTRODUCTION extended to improve the quality and quantity of ratings. @eo
Thanks to advances in mobile browser technology and connec-and other traditional search engines have chosen the faamer
tivity, the Web platform is becoming ubiquitous across aeviange proach [12], whereas in this paper we focus on the second ap-
of devices beyond desktops and laptops including mobile@so proach, which has been less explored in the literature amdah
smart phones, slates, netbooks and even printers. systems.

We extend the existing state-of-the-art LBS work by intrcidg
novel rating, ranking, and incentive mechanisms that takk bo-
cial and geographic context into account to estimate thelpaoity
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We present the design, implementation and evaluation ofva ne
geotagging serviceGloe, that makes it easy to find, rate and rec-
ommend arbitrary on-line content in a mobile setting. Thwise
automates the content search process by taking advantagge of
ographic and social context, while using crowdsourced iigee
to present a personalized feed of targeted informationechily a
novel geo-aware rating and incentive mechanism.

Users rate the relevance of recommendations for partitadar
tions using a limited, global voting budget. This budgetrisurn,
increased by accurately predicting local content poptyla@ne of
the key goals of our mechanism is to encourage ratings, aad in
evaluation of the live system we found that the rating tokctia-
tio was107 times higher than the ratio for videos on YouTubBé,
times higher than the ratio for applications on the Androialrkét,
and3 times higher than the ratio for Web pages on Digg.

H.5.3 [Information Interfaces and Presentation: Group and Or-
ganization Interfaces




of destructive users by forcing everyone to sign up and leaext
comment with their rating. This extra contribution burdienits the
number of ratings, particularly for less known providersiother
common way of tackling the problem is to restrict users taglsi
vote on a very limited scale (e.g., 1 to 5 stars). This agaiitdithe
information that can be inferred, leading to possibly lessusate
or simply fewer ratings.

2.2 Crowdsourcing

The general concept afowdsourcing andthe wisdom of crowds
was first articulated by Rheingold in [24] and was extengigalid-
ied subsequently (e.g., [26, 15]). The idea is that a largegoof
people may provide more accurate information than a fewnexpe
given some aggregation constraints. An example is the @oogl
PageRank mechanism [6], whereby the crowd (Web page prsyide

To address this problem we have designed a geographic infor-ingirectly give their estimate of how popular a Web page is by

mation economy that aggregates votes restricted by pervase
ing budgets. The popularity of Web content is determineddoy h
many aggregate votes a URL pointing to that content hasvettei
within a search radius away from a location specified by thes us
(or sensed by the user’s device).

A small business with a limited budget may in this way receive
very high prominence in a local area, due to the fact thatsuser
our service could specify an epicenter and a radius of theclsea
that does not include competitors.

Given that our recommendation approach incorporates wth s
cial as well as crowd contribution factors that are hard tleate
solely in a lab setting, we have made our implementatior aviai
to the public on a large number of diverse platforms, and vwee ar
continuously studying the usage to refine our mechanismauBsec
of this symbiotic relationship, we present both the mecsrarand
the system in this paper.

The contributions of this paper include:

adding links to it from their own pages. One issue with this ap
proach is that only Web page providers’ estimates are usad, n
visitors’ estimates. Furthermore, the (by design) impliankings
may be offset by Web site owners trying to explicitly boostith
own ranking [11]. Explicit crowd rating systems address sah
these issues, such as the news aggregation site dgg the so-
cial bookmarking service Deliciolfs However, these systems lack
an incentive mechanism to govern the quality of the ratirzgsl
rely heavily on who is most connected in the social graph ef th
service [28, 29].

2.3 Geographic and mobile search

One may claim that entering a geographic keyword term in-a tra
ditional search engine would mimic the behavior of geogicgly
aware search services, such as LBS [25]. There are a number of
issues with this approach. First, the geographic searoh needs
to be explicitly mentioned on the pages, second there is tiomo

e a novel budget-based recommendation mechanism for socialof geographic scope or distance, and third the global ranferg.,

and geographic filtering,

e an end-user system, call&loe *, that implements this recom-
mendation mechanism, and

e a series of evaluations and experiments showing that (i) con
tribution incentives can improve the quality of individualt-
ings, (ii) the budget mechanism can extract more accurate ag
gregate rankings, and finally (iii) the combination of intess
and budget-based ratings in a real system exhibits sulztant
more ratings per content consumed than similar rating syste

This paper is organized as follows; in Section 2, and Se@ion
we discuss related work, and some motivating examples. ¢a Se
tion 4 we present the underlying model of our ranking andritice
mechanisms, and describe the design behind the implerizentit
the Gloe service. In Section 5, and Section 6 we evaluateythie s
tem and the mechanism using live traces and end-user e>xg@sm
on Mechanical Turk. Finally, we summarize our findings ana-co
clude in Section 7.

2. RELATED WORK

Related work falls into five broader research areasommender
systems, crowdsourcing, geographic and mobile search, paid search
andincentive-based mechanisms.

2.1 Recommender systems

Our work relates to the use of contextual information in reeo
mender systems. Adomavicius et al. [1] proposed a genenale
work to extend existing collaborative filtering algorithritsough
a multidimensional approach capable of leveraging anyectounal
information. Others studied the specific use of tags [30]onias
networks [13, 10] and showed that both yield better reconttaen
tions. Although we also exploit tags and social links, oysrapch
focuses on location. Furthermore, Gloe does not use coHtie
filtering techniques but relies on a budget-based ratinghard@sm.

*http://hpgl oe. com

PageRank which is a global metric) of a page may be very éifiier
from the local ranking. A number @fformation retrieval anddata
mining efforts have been proposed to address these issues [2, 7, 3].
These efforts rely on crawling and indexing of Web pages,agmd
not take social networks nor explicit visitor ratings intzaunt.
Mobile device search customization was addressed in [19, 20
where the conclusion was that recommendations and autdrfilate
tering on popular search terms within the current geograpéne
the keys to improving the mobile device search efficiencyewi
the more limited input mechanisms, e.g., a soft keyboardsmal
screen. This work did not leverage the social context onuisthe
importance of crowdsourcing to provide these recommeaondstti

2.4 Paid search

Although Google takes great pride in theganic search results
being thetrue rankings of Web pages [6] not influenced by com-
mercial interest, the fact is that the main revenue streameso
from their paid search featuskdWords [11]. So the success of
Google is to be found in the ingenious combination of paid and
organic search (e.g., minimizing intrusion and maximizietge-
vance), as many other search engines have tried to monetirehs
unsuccessfully [6]. AdWords, however, has the same liiitatas
Google PageRank in general: it is focused on Web page pmsvide
bidding on their content, and visitors may only expressrtapk
proval by clicking on the links. The general lack of trangray in
how AdWords works is not an oversight but rather a designaghoi
(see e.g. the sections on QualityScore in [11]); since therse
would be defeated if Web page providers could figure out how to
bid less to get more prominence for worse content. One re@son
this is that the GSP auction mechanism used is known to not be
fully truth-telling [8]. This lack of transparency has rippeffects
on how the results may be filtered. In particular, users araware
of how geographic and social network popularity affect tsuits.

Shttp://di gg. com
Shttp://delicious.com



2.5 Incentive-based mechanisms

Bhattacharjee and Goel make a case for sharing the revenue ge
erated by ranking and recommendation systems with usegs)-as
couragement to provide useful feedback and present antineen
based ranking scheme [5]. However, their theoretical aimlg
not complemented by an implementation study. Furthernure,
mechanism is different in that novel contributions and gepbic
coverage are taken into account (see Section 4.1).

Using the crowd to predict future events by aggregatingiopm
in a market is the general idea behiidormation markets [14].
Information markets are speculative markets created fermptir-
pose of making predictions, and users are incentivized porte
their beliefs through monetary incentives. Scoring ruleswsed
to elicit and evaluate the probabilities users assign toréubut-
comes in reports. Market mechanisms are used to allow gadin
of reports so that individuals with more accurate inforrmatinan
what is present in the current system may gain from arbitfadle
A number of experimental studies show that information retsrk
work well in practice (e.g., [23, 9]).

Our approach borrows many concepts from information market
but is not a traditional market since no trading takes pladew-
ever, if the current economic currency used is mapped tocteal
rency in an exchange, similar trading scenarios would bsiples
Our key extension to traditional information markets isfihais on
geo-sensitive and social-network sensitive predictiemghis work
we are mostly concerned with incentives that increase ngttoe
accuracy of existing items, but also the number of ratingaem
items in new geographies (see Section 4.1).

Lastly, our budget mechanism also shares some charaicterist
with reputation systems [18] where users acquire trust ftoen
community through good behavior and good ratings receikau f
other users. In our case there is no reputation ratpegsse but
since good behavior (predicting accurately) leads to aeed bud-
gets, it empowers users with more influence and thus meaitiocr
status.

3. MOTIVATING EXAMPLES

To demonstrate that many systems relying on explicit rating
have a very low ratio of ratings to clicks (here, content \dewy
downloads), we study YouTuldethe Android Markef and Digg.
The first two are studied because they expose both clicksand r
ings to the users, and the latter was chosen because thebeter
ing mechanism and the content rated are similar to our approa

3.1 YouTube video ratings

We used data obtained from the study on YouTube in [27]. The
data comprises a sample &8, 702 videos obtained while tracing
recent uploads fo2.5 days in 2007. The videos were studied for
three months from the time they were posted. Using the s&psh
after 3 months, we measured tfating ratio for all videos, defined
as

1 n
p=_ <L§_:1 lOQlO(Tz/Cz)> ) (1)
wheren is the number of itemsy; is the number of ratings on
item 4, andc; is the number of clicks on item(in this case video
views). We use log differences to measure relative as oppimse
absolute differences given that the values may span meibiglers
of magnitude. This also had the effect of transforming thérime

"htt p://yout ube. com
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into normal distributions for all our data sets, which siifips sta-
tistical testing. Furthermore, to calculate reliablengtratios we
only considered content that has been viewed or rated mare th
3 times®. We found thatz = —2.165 + .004 ¥ in this sample,
indicating that there are more than two orders of magnitudeem
clicks than ratings on a video on average in YouTube.

3.2 Android Market application ratings

As another reference point we studied the same rating ratio f
applications on the Android market in March 2010. In thisecas
we obtained a sample of 9006 applications (of a total of about
34,000 by querying the market for popular search terms. A
click in this case is an application download. Since onlygem
of the numbers of downloads are available (and not exact hum-
bers), we chose the lower bound on the range, and ignoredvhe |
est range (applications with less than 50 downloads). Wadou
= —1.666 £ .009, which thus can be considered a conservative
approximation.

3.3 Digg Web page ratings

The Digg service is designed to engage users in rating Wedspag
If enough users rate aligg a Web page it will be promoted to
the front page, and it is then more heavily exposed to visifand
thus offers more robust statistics). As our data we took tarm-s
ples, one from all stories (Web pages) submitted to digg &eitw
Jan 2009-Apr 20102( 035 with more than 3 ratings or clicks from
weekly samples) and one from all promoted storie9(0) during
the same period. For the submitted sample- —0.548 + .031,
and for the promoted sample= —0.619 + .017.

Given that items have on average abbutl 46 (1054 —102-165)
times fewer ratings than clicks it is clear that there is ggaamount
of untapped opinions that could have improved the undedgign
of the overall quality perception or popularity of an itenrass all
its users. Addressing this untapped knowledge is one of ¢ye k
motivators for our work.

4. SYSTEM
4.1 Model

In this section we describe the model underlying our system,
Gloe.

Providing ratings

Each user has a limited budgée®, that can be used to rate Web
content (anything that can be retrieved with a URL). The eont
that is rated may have been previously recommended to th®use
the user may rate new content to make it show up in subsequent
recommendations. Users who place bids on existing recomaen
tions are hereafter referred to esters and users who place bids
on new content are referred to emtributors. Budgets are global
in the sense that the same budget is used to vote on and coatrib
content in any location.

A content rating, is a 5-tuple{c, t, u, w, b}, wherec is the ge-
ographic coordinate expressed as a latitude, longitude #p&i a
tag associated with the rated conteitis the user that is making
the rating (by voting or contributing), and is the title and URL
pointing to the Web content. A bitl which may be both positive
and negative, expresses the weight or value of the rating.bich
must satisfy|b| < B. After the rating is made, the user’s budget is

%and rated as well as viewed at least once
1%95% confidence bound
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decreased by the magnitude of the bhid, i.e., the user’s nelgdiu
isB'= B — |b|.

Each rating is also associated with the tirfig,when the rec-
ommendation was made. Furthermore, theoordinate space is
clustered in geographic areas,

A tag, t, is comprised of a hierarchically organized list of arbi-
trary strings{s1, sz, ..., s»} representing categories and sub cate-
gories chosen by the user.

Obtaining recommendations

To obtain a list of recommendations the user specifiesntent
query comprising a 5-tupldc, t, v, h, U} wherec is the coordinate
from which to searchy is a tag filter, subsequently referred to as a
channel, {s1, ....sx } matching the firsk tag strings in the ratings
previously mader is the radius within which to search (from the
coordinater), h is the maximum number of search results to return,
andU = {ui,us,...u;} is a set of users to filter the results on. If
U is empty, ratings from all users will be returned.

The system matches all ratings within the search radius@nd r
turns a list ordered by bids aggregated by URLs. Thus, thd mos
highly ranked result is the one that users spent the largekget
amount in aggregate to recommend (within the search radiash
result item contains the 4-tupfe, d, w, b}, whered is the distance
from the search coordinate to the recommendation item paisl
the aggregate of all bidsfrom content ratings matching the query.

Now, a user may view, or rate (vote on) a recommendation re-
turned, as previously described.

Incentives

When a user votes on or contributes content that she likes;as
effectively use Gloe to build up personal bookmarks. Furttoge,
Gloe can be used for social bookmarking, since a user carsehoo
to only view content that her friends recommended. Thess ofe
Gloe may incentivize a user to contribute and rate recomaend
tions, since both she and her friends can directly benefit.

To give users an additional incentive to rate and contribete
ommendations truthfully we pay users that contribute Jalkigec-
ommendations. In economic terms, such payments can d#levia
free-riding [22]. In particular, we pay each user who has-con
tributed the most highly rankedin any geographic areawithin a
time interval[T%, T;+ 4] @ bonus that increases her budgetin the
current systemg is set to a day, and there are about 33 thousand
possible areas where users may earn bonuses. The mechamssm w
designed to reward users who predict popularity of Web atnte
well and who contribute in areas where few ratings and recemm
dations exist. Even though there are other potential waysward
users, we note that in our mechanism, only the user who tortddl
a rating on a new url or was the first to rate a url provided by the
system is subject to a bonus. Moreover, the time intervat apt
plies to the ranking whose url is the most popular the day tmaib
is given, not the time the contributor made the initial rgtin

The bonus rewards are also displayed on a global top lisiiw sh
what content is popular and where, as a reputation and friend
finder mechanism. This potentially further incentivizegnssto
contribute, since contribution exhibits a strong positiependence
on attention in crowdsourcing [16]. We also list the top cifmittors
based on aggregate bids within a channel and a geographiaare
where a user’s search originates from.

4.2 Design

We have designed and built a service, based on the model just

tent. A number of mobile clients have also been implemented t
evaluate the service.

The key design points in the Gloe service are i) aggressive pa
titioning of the data based on geography, while offeringy daery
capabilities within each partition, ii) social network use query-
by-query filtering, iii) easy and efficient mobile device anib
access. Below we discuss the main design decisions.A mare co
prehensive description of the design is outside the scoptisf
paper.

To be able to serve rich SQL queries efficiently with low laten
cies required for mobile client usage, we split the reconataéon
data in geographically partitioned databases, here caladis.
Each partition represents a geographic region approxiynago
by 100 miles large, based on the first three hash charactetenex
by the GeohasH? algorithm. Currently we host about 7 million
recommendations, in about 12 thousand regions. This ipaitigy
makes expensive SQL radius queries fast even with large @isiou
of data. Partitions may be hosted on a single multi-core maabr
be distributed across a cluster of machines. In either ¢tasagh-
put may improve dramatically, and scaling up based on derisand
easy. We also improve the performance of our system by mainly
indexing Web content, and meta-data as opposed to hostithg an
serving the content.

The Gloe service integrates with the Facebook authertitati
mechanism to allow filtering of recommendations based on you
existing social network. We have also implemented an opeff4J-
SON protocol® that can be easily accessed from many mobile
or Web based platforms. To date we have mobile clients for An-
droid, BlackBerry, iPhone, and WebOS as well as a generabser
HTML5/AJAX based Web client that works in all the major Web
browsers. Screenshots of the Web and mobile clients arerstmow
Figure 1 and Figure 2.
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Figure 1: The Web interface at hpgloe.com displaying channel menu
(top); recommendations (l&ft); map, recent and trending recommendations
(right).

5. SYSTEM EVALUATION

In this section we evaluate Gloe including its rating ratjoery
success rate, performance, and geographic coverage basades
from about 5 months of usage.

discussed, that efficiently serves geographically as veefiazial-
network-filtered recommendations on folksonomy tagged ¥déeb
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Figure 2: The Android, iPhone, BlackBerry, and WWebOS (left to right)
clients showing top channels and recommendations.

Table 1: Recommendation Click or Rating Success (Rating Success in
parenthesis)

Channel | Success | Path IPs Sessions
Overall | 0.59(0.52)] 7.04(7.96)| 1152(1132)| 2211(1875)
Travel 0.87(0.83)| 7.22(7.29)| 50(45) 67(52)
Cities 0.70(0.64)| 3.73(3.94)| 31(31) 33(33)
Photos | 0.66(0.64)| 6.08(6.43)| 356(342) | 478(446)

5.1 Rating to click ratio

First we studied whether our system improved on the ratitig ra
as defined in Section 3. We looked at unique Web pagasross
all of our regions in our system (366 URLs) and computed agati
ratio for all of them. We foungi = —0.135+.049 (see Equation 1
in Section 3). This value is significantly higher than theéamstud-
ied in Section 3. Itis on average abdlt, 34 and3 (10% 165135,
etc) times higher than the ratios for YouTube, Android Maiked
Digg respectively. This result is significant on a 5% levethna
one-tailed z-test.

5.2 Recommendation success

To evaluate how successful our recommendations were we stud
ied a five-month trace (Feb-July 2010) containfitg, 907 records
from the Web server log where we reconstruct user sessi@esiba
on activity from a total of13,059 IP addresses. A user session
is defined as activity from the same IP that starts by a caluto o
recommendation retrieval AP| and ends either with our dickat-
ing API (success) or by timing out after 30 minutes of inatfiv
(failure), a limit commonly used [4] in these kind of studied/e
wanted to know the success rates and session lengths fks ala
ratings across different channels, which represent a dfama/key-
word search in our system. Table 1 shows the statistics éocdke
where a session may end with both a rating and a click. Given th
high rate of ratings we also show the data for the case whdye on
a rating is considered to end the session successfully enfree-
ses. The most interesting part of this data is that the sesgiery
success rate only drops froin59 to 0.52 and the session length
only goes up froni7.04 to 7.96 when only ratings not clicks are
considered a success, which again supports the hypothesistir
system encourages ratings.

5.3 Performance

To evaluate the performance and scalability of the serviee w
pre-loaded the system with about 6 million recommendatitom
crawls of Wikipedia, Wikitravel, Panoramio and other omelipor-
tals with geotagged information. For the experiment we g

Ythat had been either clicked on or rated more than 3 timeh, atit
least one click and one rating

one server on a 1-Core Amazon EG2all Instance virtual ma-
chine, and another server on a 2-Core E@gh-CPU Medium In-
stance virtual machine. Both servers ran Fedora 8 with 1.7 GB of
RAM.

We studied the most expensive query (radius search) execute
for each of the 83,000 largest cities in the world, which acds
for all cities with a population greater than000. We measured
the response time and throughput for 1-3 concurrent strenes
quests, all obtaining the top 50 recommendations within 86sn
of the current location across all channels. Both measuestotal
round-trip times from a single client machine, includingvnerk
latency (within a datacenter), Web server RPC and database p
cessing.

Figure 3 shows the result. We can see that the median response
time is around 30ms and the throughput scales to over 40 s&jue
per second on the 2-Core machine. We also note that we achieve
close to twice the throughput on the 2-Core machine compared
the 1-Core machine, which shows that the system scales well.
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Figure 3: Throughput and response time of radius queries for a 1 and
2-Core server with 1-3 concurrent streams. The error bars r@resent
the 1st and 3rd quatrtile, and the line represents the medians

5.4 Coverage

To see if we have any biases in coverage across our 12,000 re-
gional databases we graphed a recommendation distriintkig-
ure 4 and we produced a 256 color heatmap (see Figure 5) of the
world, where each pixel is colored according to a scale fréamlko
(fewest) to white (most) depending on the number of recommen
dations in that location. From the graph in Figure 4 we can see
that there is a fairly even distribution of recommendatiansoss
shards.

Gloe currently has 3427 users (297 Facebook users, 103 Gloe-
registered users, 3027 anonymous users), 261 notes, Gi&nmil
recommendations on about 6.7 million URLs w&hb59 tags. We
have recorded, 678 recommendations arid 478 clicks on recom-
mendations (all data from Dec 2009-July 2010). Our usersecom
from 75 different countries, the top ones being the US, Inttia
UK, and Canada.



Distribution of the number of recommendations
- N = 12518 shards experiments, because we want to have enough predictioribgor

\ same location to make more sensible comparisons betweisrdind

°'°‘o-o-o-o-o-o.o.o.o-o-o-o. ual and average rgtings. .

% For each of 6 different locations, we selected 10 Web pagss th

° could be useful either for a person living in that locationfar
N ° someone visiting (to illustrate that Gloe can be used in Ilseth
tings), and ran the following 5 experiments on MechanicakTu
= \ (1) 5-star mechanism without incentiveSN): Users are asked
n | | | —= to rate the 10 web pages on a scale 1-5.

1 10 100 1000 10000 (2) 100-credit budget mechanism without incentivell): Users

are asked to rate the same 10 web pages by spending 100 credits
Number of recommendations across them in the same area as A.

) (3) 5-star mechanism with incentiveSIj: Like SN but with the
Figure 4: Distribution of recommendations, clicks and ratings with additional instruction that they will receive a bonus papmeaid
3-level shard partitioning in a raffle proportional to how well they predict the populamf
the 10 siteg®

(4) 100-credit budget mechanism with incentivBs)( Like BN
but with the additional instruction that they will receivebanus
payment paid in a raffle proportional to how well they predict
popularity of the 10 sites.

(5) 100-credit budget mechanism with incentives on GBB )
Users are asked to rate the 10 pages directly on Gloe. Eacisuse
allowed to spend up to 100 credits. Users are again told liegt t
will receive a bonus payment paid in a raffle proportional davh
well they predict the popularity of the 10 sites.

We thus run 30 different experiments (HITS in the Mechanical
Turk Terminology). For each HIT, we had the participatiorb6f
users. In total, there were 500 unique users.

We selected the following 6 locations: Chicago, IL; PalooAlt
CA; Mumbai, India; Bangalore, India; Paris, France; andefih
Figure 5: World HeatMap of recommendations with a color scale on Greece. We selected two cities in the United States and ties an
the left from least (bottom) to most (top) recommended. India, because the majority of workers on Mechanical Tuside
in these countries [17]. On the other hand, we selected Bads
Athens, because they are popular tourist destinations.
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6. MECHANISM EVALUATION

Gloe allows a user to assign arbitrary amounts of her budgett 6.2 Budgets and incentives
vqrious L.JRLS’ thL.’S recommending the corresponding canfent We next compare the results of the experiments using two met-
this s_ectlon we discuss a Series of expgrlments on AmaZQ“ Me- rics: the Kendallr rank correlation coefficient [21] and the root
chanical Turk® that evaluate this mechanism by comparing it to a mean squared error (RMSE). Themetric is used to determine

W‘d?-"y “S‘?d voting mechanism as well as variations with aitt-w how well the mechanism ranks the items, whereas the RMSE met-
ou\t,\|/ncent|v_§ cotrt115|dfelrlathns.tw hani . ric is used to measure how well the absolute aggregate \@jue
€ consider e_ 0 0W|r_1g 0 mec_ anisms: dicted. Both the rank and the absolute values are visiblsgos.in
e 5-star mechanism: This mechanism asks users to rate on a Gloe, and we thus want to optimize their accuracy. Accuraag h
scale from 1to 5. is defined as how far off the average or aggregate valuesidugilv

e 100-credit budget mechanismThis mechanism assigns a bud- ~ users predict the popularity of a Web pade. o
get of 100 credits to each user, and asks a user to allocate thi Amazon Mechanical Turk users only spend a limited amount of

credit among alternatives. A user does not have to spenémll h time for each experiment. In order to have the users spesd thi
budget. time on thinking about the popularity of pages in the giveration,

and not on calculating whether the points they allocated sum
100, we allowed users to assign a total amount that exceddls 10
in experiments BN and BIl. However, users were told that if the
total amount exceeded 100, then the values they enterediseul
normalized. We normalize the values for BN and Bl according|

6.1 Mechanical Turk experiments To compare the qualities of recommendations of the 100kcred

The purpose of these experiments is to evaluate the influghce
incentives for rating Web pages as well as the differencestiact-

The 5-star mechanism is widely used by recommendation web-
sites (such as Yelp). On the other hand, the 100 credit méxhan
an abstraction of Gloe’s mechanism, allows a finer grainetjéu
distribution and thus gives users more freedom over howt& ra

1The results from the S| experiment are only used in Sectidn 6.

17 . : ;
ing knowledge from users with the 5-star mechanism compared /e could have potentially used different metrics to evaluae
accuracy or quality of a recommendation, such as lookingpat h

thg 100-credit budget mechanis_m. The incentive ar_1d bUdgepm well the intrinsic quality of content is predicted. Howeyi¢is hard
anisms tested here are abstractions of the mechanismsijee e to evaluate such metrics, since the intrinsic quality iskmaiwn to
Section 4.1 to fit the Mechanical Turk setup. For example,emor us. At any rate, for a recommendation system like Gloe a geod r

than one user may receive a bonus for a particular locatithén ~ ommendation is a recommendation that other users find vaiuab
thus it is important to predict what other users will thinloabspe-
Shttps://www.mturk.com cific content.




Table 2: Mean Value of Kendall's Coefficient ¢) and Root Mean
Squared Error (RMSE)

SN BN Bl BG

T T RMSE | 7 RMSE | 7
Athens 0.14] 0.14 | 5.38 0.08 | 4.48 0.27
Bangalore| 0.39 | 0.47 | 5.30 0.43 5.32 0.48
Chicago 0.34] 0.36 | 5.46 0.34 ] 5.07 0.28
Mumbai | 0.24 | 0.27 | 5.09 0.25 | 4.62 0.32
Palo Alto | 0.49 | 0.51 | 4.89 0.52| 4.79 0.45
Paris 0.29] 0.31| 5.68 0.25] 4.96 0.32

budget mechanism and the 5-star mechanism, we first use tiiaKe
7 rank correlation coefficient [21], a measure of rank cotreta
Kendall’s coefficient lies between -1 and 1, and increasizges
imply increasing agreement between the rankings. If theeagent
between the two rankings is perfect (i.e., the two rankingstlae
same) the coefficient has value 1. If the disagreement betiiee
two rankings is perfect (i.e., one ranking is the reversdefdther)
the coefficient has value -1.

The 7 column in Table 2 shows the average value of Kendall's
coefficient when comparing a user’s entry with the sum of séirg’
entries in a given experiment. A larger value is better. Wecoke
that BN performs better than SN with respect to this metridj-i
cating thatthe 100-credit budget mechanism results in better rec-
ommendations than the 5-star mechanism when users are not given
monetary incentives. A paired t-test shows that this is significant at
a 5% significance level.

Having shown that budgets improve the performance without i
centives, we next investigate whether incentives furthgorove
the performance. We compare the experiments through tte roo
mean squared error (RMSE9In particular, for each experiment
we compute the average RMSE of the difference between the rat
ings of a user and the average ratings of all users. A smallRMS
indicates that users gave good recommendations, singevtites
were well aligned with the votes of other users. The RMSEmolu
in Table 2 shows the RMSEs for the Bl and BN experiments. We
observe that experiment Bl exhibits a smaller RMSE than @xpe
ment BN (for most locations) implying that incentives impedhe

Table 3: Self Comparison Bonus Feedback Effect on Participation
Surveys | Pos Signal| Neg Signal | Users
2 0.47 0.72 86
3 0.52 0.70 22
4 0.59 0.69 31
5 0.63 0.58 13
6 0.54 0.60 7

process to determine what positive or negative effects $embad
on continued participation. The reason for studying thisavéor is
to see whether incentives could be used to filter out a higialitgy

subset of users to increase the overall quality of contidbstover
time.

The general evaluation method is to look at the bonus perfor-
mance of users clustered by the number of surveys they take. W
then compare the bonus dynamics for each user in two testse In
positive signal test, if a user gets a bonus greater thanual égthe
last bonus received we say thgi@sitive signal has been sent to the
user. Conversely, in the negative signal test, if a usera@bétsnus
less than or equal to the last bonus received we say theagative
signal has been sent to the user. This setup was used because many
times the same bonus is received and we did not want to bias the
results based on which bucket (positive or negative) wegassi
these bonuses to. Furthermore, we limit the clusters to éegar
taken since higher number of surveys would result in clgstieat
would be too biased towards individual performances.

We then compare the fraction of positive and negative sgjfiaal
each cluster of users. If the bonus incentives work we woxbe et
to see an increasing fraction of positive signals and a dsarg
fraction of negative signals for clusters with more surviaken.

In Table 3 we can see that the expected trends appear foeidust
of 2,3,4, and 5 surveys but then break. This could be due tfatte
that we used only 3 surveys for each location in our experisnen
and it may be difficult to predict well for locations the suysteker
is not familiar with.

7. CONCLUSION

In this paper we presented the design, implementation aald ev

quality of recommendations when each user can spend 100 cred uation of a new geotagging service, Gloe, that makes it easy t

its. A paired t-test shows significance at the 5% level. Thable

2 also demonstrates thasers give better recommendations when
they are incentivized to do so under the 100-credit budget mecha-
nism. This, in combination with the fact that BN performs signif-
icantly better than SN with respect to Kendall's coefficjesftows
that both the budget and the incentive mechanisms couldovepr
the quality of the aggregate ratings.

Finally, ther column in Table 2 shows that the performance of Bl
and BG is approximately the same, validating Gloe’s medmni
In particular, Kendall's coefficient is slightly bigger f&G than
Bl, but the difference is not statistically significant.

6.3 Self-selection and quality

Since we allow Mechanical Turk workers to take any subset of
our experiments, each worker could take up to 18 bonus-lmaged
veys (Sl, Bl, and BG). In this section we evaluate the sdicimon

BKendall’s coefficient does not give significant results foe tom-
parison of BN and BI. On the other hand, RMSE is not a good
metric to compare SN with BN, because of the different rarfge o
ratings.

find, rate and recommend arbitrary on-line content in a necdt-
ting. The Gloe rating mechanism consists of a global buddétiw
users can utilize for making local recommendations. ThetFet a
global budget can induce the right behavior is by no mean®aby
for it could in principle incentivize frivolous recommertams of
places and votes about which users have little or no experisd
yet our Mechanical Turk experiments show that in spite oflits
fuse geographical nature, (6 cities across the world) silabag
budget is effective at extracting a higher quality aggregahking
than without the budget. The budgets used in the experinaeats
global in the sense that all users regardless of where tis&jerare
given the same budget.

High rating participation is crucial for the quality of thesults
when statistically aggregating crowdsourced opiniongs kence
promising that we were also able to show that the rating tkcli
ratio for the live Gloe system that implements the rating inaeism
was 3-107 times higher than the ratio for similar systems.

We note that our recommendation mechanism could be applied
beyond local Web content ratings in any situation where detra
off needs to be made between low-effort opinion sharing agla-h
quality contributions, such as reader review of editoriedgluation



of customer support service, rating of print kiosks andngtbn
innovation ideas.

Our future work will focus on designing more sophisticated-e
nomic mechanisms to allow users with knowledge about otezira
or underrated content to earn money on arbitrage like onttiek s
market. Furthermore, we are interested in studying how jaopu
ity and novelty can be traded off in this geographic settimgs to
maximize click-through rates. A project is also underwagpply
the Gloe mechanisms to collect volunteer annotations fimote
parts of Africa in applications including humanitarian .aid
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