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Abstract— With the wide availability of high-speed network
accessyve are experiencinghigh quality streamingmediadelivery
over the Internet. The ememgence of ubiquitous computing
enablesmobile usersto accessthe Internet with their laptops,
PDAs, or even cell phones. When nomadic users connect to
the network via wirelesslinks or phone lines, high quality
video transfer can be problematic due to long delay or size
mismatch betweenthe application display and the screen. Our
proposedsolution to this problem is to enable network proxies
with the transcoding capability, and hence provide different,
appropriate video quality to different network ernvironment.
The proxies in our transcoding-enabled caching (TeC) system
perform transcoding as well as caching for efficient rich media
delivery to heterogeneousnetwork users. This design choice
allows us to perform content adaptation at the network edges.
We proposethr ee different TeC caching strategies. We describe
eachalgorithm and discussits merits and shortcomings.We also
study how the user accesgattern affectsthe performance of TeC
cachingalgorithms and compare them with other approachesWe
evaluate TeC performanceby conducting two typesof simulation.
Our first experiment uses synthesized traces while the other
usesreal traces derived from an enterprise media serer logs.
The resultsindicate that compared with the traditional network
cacheswith marginal transcoding load, TeC impr ovesthe cache
effectiveness,decreasesthe userperceived latency, and reduces
the traffic betweenthe proxy and the content origin server.

Index Terms—proxy caching, streaming media, video
transcoding, network measurements, streaming in wir elessnet-
works, streaming media distrib ution

I. INTRODUCTION

HE Internet is growing everyday; we see more sites
providing more contentto more users each day. For
efficient contentdelivery, proxy cachesare deployed at the
network edgeq1]. Popularweb objectsare cachedat a proxy
nearthe usersso that the traffic betweenthe contentorigins

andproxiesreducesandthe userperceved lateng/ decreases.

Streamingmedia distribution over the Internetis a different
challenge.Encoding, delivery, caching, and processingare
far more difficult than simple web objects such as HTML
and image files. Larger object size, static content property
anddifferentuseraccesdehaiors requirea differentcaching
systemthantraditionalwebcachesSeveralschemesave been
proposedfor streamingmediacachingin the proxy. Most of
theseproposalshowever, implicitly assumehatthe endusers
have similar network environmentand computingcapability
Different Internet users have heterogeneousietwork and
computing ervironments. There are those who have high-
speednetwork accesshroughcorporatel ANs, DSL, or cable
modems.Somepeopledial up usinga modemto connectto
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the Internet,and there are mobile userswho browse Internet
content on their laptop, PDAs, and cellular phonesusing
low-bandwidthwirelesslinks. Usersin fast networks prefer
high resolutionvideoswhile userswithout high-speedetwork
accessnay not enjoy high quality videosbecauseahe delayis

largeandthevideomay notfit within thedevice display Many

websitesencodestreamingvideo clips at several differentbit-

rates(28~56 kbpsfor dial-up connectionsand 150-pluskbps
for broadbandhetworks)to satisfyuserswith differentnetwork
connectionspeedsExisting mediacachingsystemsreateach
clientrequestequallyandindependentlyVariousdifferentbit-

rateversionsof thesamevideoclip maybecachedatthe proxy
at the sametime, which is a wasteof storage.

We introduce Transcoding-enable@aching (TeC) proxies
for streamingmediadistribution over the Internet.Our system
is designedor efficient delivery of rich mediaweb contentto
heterogeneousetwork ervironmentsand client capabilities.
The proxiesin our systemperform transcodingas well as
caching.Dependingon the connectionspeedand processing
capability of an end user the proxy transcodeghe requested
(and possibly cached)video into an appropriateformat and
deliversit to the user By putting the transcodingunit on the
contentdelivery path, we perform contentadaptationat the
network edgesOnepotentialadvantageof TeCis thatthecon-
tentorigin senersneednot generatalifferentbit-rateversions
(althoughwe assumen our experimentghat multiple versions
are available). Moreover, heterogeneouslients with various
network conditionswill receve videosthataresuitedfor their
capabilities,as contentadaptationis more appropriatelydone
at the network edges.

There are mary coding techniquesthat are developedto
manageheterogeneouslients. Scalablecoding and layered
codingarethetypical examples.Thesetechniquesareincluded
in someof the video coding standardsuchas MPEG-2 and
MPEG-4.However, majority if notall of the currentmultime-
dia contenton the Internetis codedin non-scalablesingle-
layeredformat. Given the lack of layered-codedontentswe
arguethatusingtranscodingo adaptto the userheterogeneity
is a more practicalapproach.

We proposehreecachingstrategjiesfor TeC. Theseschemes
take into accountthat variantsof the samevideo may exist
in the system.The first two algorithms cacheat most one
version of a video object. They operatedifferently when a
userrequestsa video versionthat is codedat a lower bit-rate
than the one cachedin the proxy. The third algorithm may
cachemultiple versionsof the samevideo object and hence
reducegheprocessindoadat thetranscodeiWe describeeach
algorithmin detail and highlight its meritsand shortcomings.
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The rest of the paperis organizedas follows. Sectionll
introducesTeC systemarchitecturealongwith our transcoding
techniqueand caching algorithms. We presentperformance
evaluationin Sectionlll followed by relatedwork in Sec-
tion IV. We concludein SectionV.

Il. TRANSCODING-ENABLED CACHING (TEC) SYSTEM
A. System Architecture

Transcoding-enabledaching (TeC) proxy consistsof the
componentsshavn in Figure 1. The proxy acts as a client
to the contentsener. An RTP/RTSP client is built into the
proxy to receve the streamedcontentfrom the origin sener
(sener link). The received streamis put into the input buffer.
The transcodercontinuouslypulls bit streamsfrom the input
buffer and subsequentlypusheshe transcodedits out to the
output buffer. The proxy cachesthe contenteither from the
input buffer or the outputbuffer while the transcodeproduces
the content.Additionally, the proxy actsasa sener to theend
user Hence,an RTP/RTSP sener is built to streamthe video
to the end user(client link). The datain the output buffer is
obtainedeitherfrom the transcoderor the cachingsystem.

The size of the input and outputbuffers canbe small given
that the transcoderprocesseshe video datain a streamlined
fashion.The speeddf the processi.e., thetranscodingoit-rate,
is definedas the numberof bits the transcoderlgenerategper
second.Given that the transcodingbit-rate is larger than the
minimum of the sener link andthe clientlink bandwidthsthe
transcodingprocesgdoesnot significantlyincreasethe end-to-
enddelay

Giventhe real time transcodingcapability the TeC proxies
dynamically transcodevideo objectsto different variantsto
satisfy the end usersin heterogeneougnvironments. Each
variant is a version. If version x can be obtained from
transcodingrersiony, we call versiony atranscodable version
for . Corversely versionz is the transcoded version of y. In
video transcodinga higher bit-rate versioncan be transcoded
to a lower bit-rate version.For example,if a video at bit-rate
of 64 kbps canbe transcodedrom the samevideo at bit-rate
of 128 kbps, the 128 kbps versionis a transcodableversion
for the one at 64 kbps. Consequentlythe 64 kbps versionis
a transcodedsersionfrom the one at 128 kbps.

The transcodedrersionmay have fidelity degradationcom-
paredwith the original version.The TeC proxy can produce
transcodedersionswith 1 to (n—1) generatiorossin fidelity,
wheren is the total numberof possibleversions.For video
transcodingthis lossis negligible when bit-rate reductionis
coupledwith resolutionreduction.For example,whena video
clip with the CIF resolution(352x 288)at bit-rateof 1 Mbpsis
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Fig. 2. Bit-rate reductiontranscoding.

to be deliveredto a PDA type of client device with resolution
at QCIF (176x144), the reductionin the spatial resolution
alreadyyields the bit-rate reductionby a factor of four.

Note that the variation in versionsdeliveredto the client
may not be transparento the end user The end userspecif-
ically asksfor a certain version of an object basedon the
awarenessof ones connectionand display device. Alterna-
tively, a client agentsoftware informs the client’s connection
and device capability to the proxy. The proxy thenchoosesa
versionfor the sessionThe TeC proxy is oftenlocatedat the
edgeof the network closeto the enduser If thereare paclet
lossesin the sener link dueto congestionthe TeC proxy can
choosenot to cachefor the session.

B. Transcoding Techniques

Video transcodingis a computation-intensie task. Many
researcherdave developed efficient methodsto reducethe
workload of a transcodingsession[2]. Among those,com-
pressedlomainbasedapproactprovidesthe bestperformance.
In compressedlomain transcoding,the input video is only
partially decompressedRate adaptationis performedin the
compressedalomain while the motion information is reused.
This approachconsiderablyimproves the processingspeed
over the corventionaldecode-and-re-encedpproach.

The TeC proxy utilizes compresseddomain transcoding
techniquesWe introducetwo typesof transcodernamelybit-
rate reduction and spatial resolution reduction transcoding.
Figure 2 illustratesa bit-rate reductiontranscodingprocess.
DCT coeficientsareobtainedthroughentropy decoding.They
aresubsequentlye-quantizedisinga coarseiquantizatiorstep
sizeproducedoy the rate-controimodule.All othersideinfor-
mationof the bit streamis directly transmittedto the entrofy
encodeyor directly to the outputbit streamif no modifications
arerequired.Sinceno pixel-domainframesarereconstructed,
the transcodingprocessis significantly fasterthan a decode-
and-re-encod@approach.We model the TeC proxy basedon
this transcodetater in our performanceevaluationsection.!

Spatial resolution reduction transcodingcan also be im-
plementedn the compressedlomain. The transcodemobtains
motion informationfor the down-sampledvideo directly from
the original video and thereforeeliminatesa costly motion
estimation process.Readersare referredto [3] for system
designand performanceevaluation.

Both of these two methods utilize the compresseddo-
main informationas muchas possible. Hencethe transcoding
processis conductedwith significantly less CPU load. This

1we shawv the performanceof the transcodeitself in the Appendix.



characteristids importantfor the transcoding-enablegroxy
sincetheremaybeintensive transcodingWe assumesufficient
computing power at the TeC proxy and focus primarily on
investigatingthe cachingbenefitsenabledby the collocated
transcoder

C. Transcoding-enabled Caching Algorithms

With the proxy beingableto transcodeandcachethe video
object,the main goal of TeC s to sene the enduserwith the
appropriatehtranscodedersionof the cachedvideowheneaer
possible basedon the network capacityandconnectiorprofile
of the user We proposeto tradeoff computationwith storage.

We definethe following eventsin a TeC proxy:

« Exact hit: therequestedrersionof the video objectexists
in the cache.

« Transcode hit: the requestediersiondoesnot exist in the
cache,but a transcodableversionof the video exists.

« Miss therequestear atranscodabl&ersionof the video
doesnot exist in the cache.

Let us assumehat the origin sener hasn versionsat bit-
ratesby, b1, ..., b, 1 for eachvideo object. The highestbit-
rateversionis by andthelowestis b,,_1, i.€.,bg > b1 > ... >
b,—1. When version b; is requestedrom the end user and
thereis versionb; (b; > b;, i.e., b; is a transcodableversion
for b;) in the cache,the TeC proxy transcodes; to b; and
sendsthe transcoded; to the client insteadof fetching b;
from the contentorigin. Therefore,it is a cachehit (i.e., a
transcode hit) even thoughb; is not directly available from
the cacheat the time of request.

Note that when the origin sener has only one bit-rate
version of a video (possibly a high bit-rate) and a user
with low-speedconnectvity requeststhat object, our proxy
transcodeshe original videointo anappropriatebit-rateobject
and streamst to the user Hence, TeC works well regardless
of whetherthe contentorigin supportsrariousbit-rateversions
of the videosor not.

We proposethreedifferent cachingalgorithmsfor the TeC
system.TEC-11and TEC-12 cacheat mostone versionof a
video object at the proxy at ary time. Thesetwo algorithms
operatedifferentlywhenthereis a transcode hit. On the other
hand, TEC-2 may cachemultiple versionsof the samevideo
and hencereduceghe processindgoad on the transcoder

1) Cache Sngle Version (TEC-11 and TEC-12): This algo-
rithm allows at mostoneversionof avideoobjectto be cached
at the proxy at ary singletime. By cachingonly oneversion,
we storemorevideo objectsand efficiently utilize the storage
space The main challengeof this algorithmis decidingwhich
bit-rate versionof the video to cache.

When an exact cachehit occurs,the TeC proxy refreshes
the accessrecord of the object and streamsit to the client.
If arequestieadsto a cachemiss,the TeC proxy fetchesthe
video from the origin sener, transcodest if neededstreams
it to the userand cachest. Remembethat we considereach
versionof a video asan independenitem; althougha request
is to a videothatis cachedjf therequestadto beresponded
from the contentorigin (i.e., the userrequests higherbit-rate
versionthanthe cachedone),thenit is a cachemiss.

Versionb; of a video object is requested...

if b, is already in the proxy cache
strean, to the user from the cache
update the access recordmpf
else if bj of the same video is in the cachad bj >b,
transcode!aj into b,
stream the transcodémrito the end user
if TEC-11
update the access recorcbpf
if TEC-12
evictbj from the cache
storeb, in the cache
update the access recordopf
else ifb, is in the cachend b, <b,
evictbj from the cache
fetch versiorb;, of the video from the origin
streamb, to the end user
if the cache space is not enough fopr
evict victims using a replacement algorithm
storeb, in the cache
update the access recordmpf
else
fetch versiorb; of the video from the origin
streanb, to the end user
if the cache space is not enough fipr
evict victims using a replacement algorithm
storeb, in the cache
update the access recordmpf

Fig. 3. Cachesingle version,algorithmsTEC-11and TEC-12.

Whena userrequestsrersionb; of a videowhile b;, where
b; > b;, existsin the cachep; is removedbeforeb; is fetched
from origin senerandsubsequentlgachedatthe proxy. Since
we allow only oneversionof anobjectto be cachedthe lower
bit-rate versionis evicted from the cache.lf a requestresults
in a transcodéhit, the TeC proxy transcodeshe cachedobject
to an appropriatebit-rate and streamsit to the user In the
meantime, the proxy chooseswhich versionto cachein two
differentways,which leadsto two variationsof the algorithm.
For algorithm TEC-11, the proxy refresheghe accessecord
of the alreadycachedobject (i.e., the higher bit-rate) without
cachingthe newly transcodedrersion.For algorithmTEC-12,
the proxy evicts the transcodableversionfrom the cacheand
storesthe newly transcodedersion.In summaryif the client
requestsversiond; of a video while b;, whereb; > b;, exists
in the cache,b; is transcodedrom b; and streamedto the
user TEC-11 refreshesthe accessrecord of b;, but TEC-12
removesb; andcaches;.

Wheneer the cacheis full and requeststo the un-cached
video arereceved, certainfiles in the cachemustbe replaced.
We use the existing popular cache replacementalgorithms
(e.g.,LRU, LFU, LRU-£ [4], or GD* [5]) for this purposeThe
pseudocodef TEC-11and TEC-12is presentedn Figure 3.

2) Cache Multiple Versions (TEC-2): The motivation of
cachingmultiple versionsof the samevideoobjectis to reduce
the processindoad on the transcoderFor example,if b; and
b; arebothin the cache,a requestto b; will leadto an exact
hit andno transcodings neededIn addition,if theaccesse®
a certainvideo objectacrossits variantsshavs high temporal



Versionb, of a video object is requested...

if b, is already in the proxy cache
streamb, to the user from the cache
update the access recordtpf
else if bj is in the proxy cachand bj >b,
transcode, into b,
stream the transcoddxito the end user
if the cache space is not enough lbpr
evict victims using a replacement algorith
storeb, in the cache
update the access recordipiandb,
else
fetch versiorb, of the video from the origin
strearrb, to the end user
if the cache space is not enough fipr
evict victims using a replacement algorith
storeb, in the cache
update the access recordmpf
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Fig. 4. Cachemultiple versions,algorithm TEC-2.

locality, TEC-2 may further improve the cachingefficiency.
When there is a cachemiss, the TeC proxy fetchesthe
video from the origin, transcoded to the requestedrersionif
required,streamst to the client andcachest evenwhenother
bit-rate versionsof the samevideo object are in the cache.
Consequentlymultiple versionsof a popular video can be
cachedatagiventime. If atranscodéit occursthetranscoder
generateghe requestedversion. It is subsequenthydelivered
to the end userand cachedin the proxy. For example,if the
client requestsversiond; of a video while b; (b; > b;) exists
in the cache,b; is transcodedrom b;, deliveredto the user
and cached Note that both b; andb; now exist in the cache.
Similar to TEC-11 and TEC-12, when we need spaceto
cachenew objects,we usean existing cachereplacemenal-
gorithm. Figure 4 shows the pseudocodef TEC-2 algorithm.
3) Discussion: The effectivenessof the three algorithms
highly dependson the useraccesshehaior and network en-
vironment.For instance whenthe usersconnectedo a proxy
have similar network capacities(e.g., corporateemployees
during work hoursthat have high-speechetwork connection),
algorithmsTEC-11andTEC-12will performbetterthanTEC-
2. In fact,if the proxy hasthe knowledgeof which bandwidth
is predominantamongthe links to the usersit is connected
to, it will know the appropriatebit-rate for that bandwidth
and cacheonly that versionof the video. On the other hand,
if the usersshav heterogeneousetwork connectvity and
processingcapability and the accessbehaior shavs strong
temporallocality, TEC-2 will show superiorperformance.

I1l. PERFORMANCE ANALYSIS

We implementeda simulatorfor performanceanalysis.To
focus on evaluatingthe TeC performanceno partial caching
is considered.That is, if an object is cached,the entire
object is cached.In practice, TeC can work with partial
caching schemessuch as prefix caching [6] or segment-
basedcaching[7] to provide betterperformanceWe conduct
two types of simulation. First, we use synthesizedracesto

simulate heterogeneousetwork environments.We then use
an enterprisetrace to simulate prolonged accessof media
content in mostly homogeneousetwork ervironment. To
our knowledge, no other streamingmedia cachingwork has
evaluatedits performanceusing actualmediatraces.

We comparethe performanceof the TeC proxy with the
algorithms proposedin [8] that also combine caching with
transcodingof streamingobjects.Algorithm FVO (Full Ver-
sion Only) cachesonly the full, original versionthe content
origin provides and senes requeststo lower versionswith
transcodingHowever, the transcodedbjectsare not cached.
On the other hand, TVO (TranscodedVersion Only) always
cacheghetranscodeabjects,andif arequesidoesnotresults
in an exact hit, the full versionis fetchedfrom the origin to
producea transcoded/ersion.In all the simulationsthe TEC,
FVO, and TVO useLRU asthe cachereplacemenalgorithm
in combinationwith their respectie cachingstrateies.

We also simulatea regular cachingproxy that senes only
asan interceptionproxy using LRU without any transcoding
capability To comparethe performanceof regular caching
proxy with that of the TeC proxy, we assumehat the content
origin sener providesmultiple bit-rateversionsfor eachvideo
object. Note that having multiple versionsat the origin sener
doesnotimpactthe evaluationof cachingperformancdor ary
algorithmsunderinvestigation.

A. Synthesized Trace Driven Smulation

To evaluatethe TeC performanceén heterogeneousetwork
ervironments,we use our “synthesized”trace as no public
mediatrace of this kind is available. Two setsof simulations
are conducted.Both are basedon the same content pool
createdas follows. We createa pool of 500 original video
objectswith the runningtime varying from 5 to 15 minutes.
Eachvideo objecthasthe full, original versionwith a bit-rate
of 512 kbps and also has 256 kbps, 128 kbps, and 64 kbps
versions.

The first simulation set representsa highly heterogeneous
ervironment. In this simulation, the full versionis not re-
guestedoy the clientsaswe want to createa scenariosimilar
to the onein [8]. For the secondset, we vary the degree of
heterogeneityndthe objectpopularitydistribution to evaluate
the algorithms under different situations. The full, original
versionis accessedn this scenario.We have also conducted
simulationsin environmentswherethe origin providesvideos
with only onebit-rate and accesseare predominantlyfrom a
certainclientlink bandwidth. Theseresultsarereportedin [9].

1) Highly Heterogeneous Environment: In this scenariothe
mediacontentis evenly accessedy clientsin eachbandwidth
capacity Note that the full versionis not requestedby the
clients but could be accessedy the proxy when FVO or
TVO are used. The popularity of the video objectsfollows
a Zipf distribution with the skew factor « of 0.47 [10]. The
simulation lasts four hours with 1,000 accessesrriving at
a randomPoissonprocess.Consequentlythe averageaccess
inter-arrival time is 14.4 seconds.During the simulation, a
total of 10 GB of contentis deliveredto the clients.

Figure5 (a) shavs the byte hit ratio asa function of relative
cachesize. Byte hit ratio is definedas the numberof bytes
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sened from the cacheto the clientsover the numberof bytes
requestedrom the clients. In the caseof a transcodehit, the
byte of transcoded-deon versionis usedin the calculation.
Relative cachesizeis obtainedby dividing the cachesize by
the size summationof total unique objects (here, different
versionsof an object are consideredunique). TEC-11 and
TEC-2 generally provide the highest byte hit ratio. TEC-
11 is effective especiallywhen thereis limited cachespace
as it efficiently utilizes the storage.TEC-2 performs well
as requeststo lower bit-rate versionsof cachedobjectsare
delivered after transcodingat the proxy, insteadof fetching
from the contentorigin. We can obsene that TEC-2 outper
forms TEC-11as cachespacegetslarger. This is an expected
resultbecausavith large cache,TEC-2 storesmultiple popular
videoswith multiple versions.TEC-12 performancesuffers as
the eviction of higher bit-rate objectsafter transcodingat the
proxy resultsin cachemisseswhen clients afterwardsrequest
higherbit-rate video versions.In fact, it performseven worse
than LRU when the cachesize is large. TVO shows similar
performancdo LRU. FVO doesnot performaswell asTEC-
11 andTEC-2whentherelative cachesizeis lessthan40%.Its
performancamproves whenthe relative cachesize increases
asit storesmorefull versionobjectsandhencesenesrequests
to lower bit-rateversionsby transcodingrom the full version.
In practicehowever, large cachemay not alwaysbe available.

Figure 5 (b) shows the transcodenit ratio. It representshe
ratio of the numberof cachehits sened from transcodingto
the total numberof userrequestsThis metric also indicates
the transcodingoad eachalgorithm requires.Note that FVO
performsthe most transcoding,even when it achievzes lower
byte hit ratiothanTEC-11andTEC-2 (asseenin Figure5 (a),
when cachesize is lessthan 40%). TVO doesnot have ary
transcodehit as it doesnot supporttranscodingof already
transcodedversions and does not cache the full original
version. Among TECs, TEC-11 shaws the most transcoding
load and TEC-2the leastasanticipated TEC-11senesnearly
25% of the requestdy transcodingthe cachedobjects.

Bit-rate reduction transcoding often introduces quality
degradationless than 1 dB [11]. Repeatedtranscodingin-
troducesfurther degradationand this is characterizedas a
generationoss. Figure 5 (c) shaws the distribution of gener
ation lossesfor the objectssened from transcodingvhenthe
relative cachesizeis setto 16%. For all TEC algorithms,only
15~18% of the requestsare sened with generationlosses.
Thereis at mostone generatioossfor all the requestavhen
TEC-11is usedsinceit cachesthe versionat higher bit-rate.
FVO and TVO do not have morethanone generatioross, as
they transcodeonly from the original full version.lIt is one of
thereason$VO andTVO performworsethanTEC algorithms
asFVO and TVO do not supporttranscodingrom transcoded
streamghatexist in cache Sincetheoriginal full versionis not
accessedn this scenario,FVO and TVO always sene video
streamswith 1g loss? TEC algorithms also producevideo
streamawith 2g loss.However, asshowvn in the Appendix,2g
lossis insignificant.

Thestart-uplateng is anothetimportantmetricin streaming
mediadelivery. We define start-updelay as the time interval
betweenthe instancewhen the proxy receves a requestand
theinstancewhenthefirst pacletis senedto the client. Using
the valuesobtainedfrom Figure 10 (b) of the Appendix,the
simulator calculatesthe start-up delay Figure 5 (d) shaws
the results.The start-updelay decreasesvhen cachecapacity
increasessince more requestsare sened directly from the
proxy. SinceTEC-11alwayscacheghehigherbit-rateversion,
requeststo the lower bit-rate version of the sameobjectare
sened with shorterdelay asaccesdo the origin sener is not
neededHowever, higherbit-rateversionoccupiedargerspace,
which reduceghe numberof exact hits. On the otherhand,as
the start-updelayfor a transcodehit is muchshorterthanthe
delayfrom amiss,the TeC schemesrestill favorablein terms
of lateng. TEC-11andTEC-2generallyyield 20 mslessstart-
up delaythan LRU (non-transcodingystem).Comparableto
their performancen byte hit ratio, TVO yields start-uplateng
similar to LRU and FVO incurs larger start-up lateng than
TEC-11and TEC-2 whenthe relative cachesizeis lessthan
40%.

2) Various Access Patterns: We now studythe performance
of cachingalgorithmsin various network ervironments.In
thesesimulations,similar parametersn the testing erviron-
mentfrom above areusedwith thefollowing differencesFirst,
theaccesdraceincludesrequestdo threeversionsof 512,256,
and 128 kbps (labeledas version0, 1, and 2, or by, b1, and
b2). Note thattherearerequestgo the full version(bg) in this
scenario.Second,we model the accesgto different versions
as follows. Assumingthe accessego different versions of
the objectsfollow a normal distribution with meanm, which
is also the label of the dominant version, we study how
the user accessbehaior and network ervironment affect
the performanceof cachingalgorithms.The probability of a

2FVO and TVO can also sene 0g streams.However, the full versionis
not requestedrom the clientsin this simulation scenario.FVO cachesthe
full versionbut always senesthe transcodedrersion.TVO alwayscacheghe
transcodedrersion,thusalwayssenes1g streamsWe later shawv resultsfrom
simulationswherethe full versionis requested.
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where m and o respectiely representthe mean and the
variationof how the versionsareaccessedA smallo indicates
that most of the accessesre to oneversion(m) anda large
o indicatesthat the accessego different version are evenly
distributed. Using the above accessdistribution model, we
conductthe following experiments.We setm = 2 (i.e., by
is the dominantversionwhen ¢ is small) andvary ¢ and «
(of Zipf distribution). The relative cachesizeis fixed at 20%.

Figures6 and 7 showv thatwheno is small (i.e., we have
a homogeneousiccessattern,with mostaccesseso b,, the
lowest bit-rate versionof an object),the TEC algorithmsand
TVO use the cachespacemore efficiently, and hencehave
a high byte hit ratio irrespectve of the changein popularity
Howeveraso increasesthereis moreheterogeneouaccesses;
by, by and b, are more evenly accessedVersionsby and b,
are larger in size than b5, which puts more pressureon the
cacheand hencethe byte hit ratio of the TEC algorithmsand
TVO drop. FVO is immuneto the changen o sinceit always
cacheshe b, the full version.As « increasesfewer objects
becomemore popular This helps FVO which can fit more
objectsin the cache(whosesize is confinedto 20% asin a
practicalsetting) and attain higher byte hit ratio.

We also obsere that when o becomedarger, TEC-11and
TEC-2 achieve better byte hit ratio than other algorithms.
TEC-2 outperforms TEC-11 when « increases,especially
wheng valueis large. Note that TEC-2 requireslesstranscod-
ing load than TEC-11 becauset producesmore exact hits.
This indicatesthat cachingmultiple versionsachievesthe best
performancevhenaccesset theversionsshav hightemporal
locality.

Figure 7 shaws that when « is small, TEC-12 performs
similar to TEC-11 regardlessof the value of o. Moreover,
TEC-12requireslesstranscodingoad sincethe accessesare
mostly to the lowestbit-rateversion. TEC-12is hencethe best

p(x) =

(b) 0=0.4

byte hit ratio
byte hit ratio

byte hit ratio
byte hit ratio

20
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Fig. 7. Performanceomparisorof algorithmswith fixed o and cachesize.

stratgyy in this scenario.When o increaseshowever, TEC-
11 improves its performancemore than TEC-12, especially
when ¢ increasesas well. This result shavs that caching
transcodableersionachievesbetterbyte hit ratio whenobject
accessesare skewed on popularity but evenly distributed
acrossversionsof the sameobject.

Theseanalysesnotivate a careful study of the userrequest
patternsfrom the client group when selectingcachingalgo-
rithms for the TeC proxy. We can selectone of the TEC
algorithmsbasedon the accesgattern.Alternatively, we can
designan adaptive schemehat dynamicallyswitchesbetween
differentalgorithmsbasedon the analysisto maximizeperfor
mance.

B. Enterprise-Trace-Driven Smulation

We have so far evaluatedthe algorithm performanceusing
synthesizedraces.We now usean actualmediatracefrom a
corporateervironment.

1) Trace Analysis. Themediasenerlogs providedasinput
to our simulatorareobtainedfrom the senersof HP Corporate
Media Solutions. We use log entriesfrom April 1 through
May 31, 2001. There were two seners running Windows
Media Sener (TM) that provide contentto HP intranetclients
around the world. The contentsinclude audio and video
coverageof keynotespeecheatvariouscorporateandindustry
events, messagesrom the compaly’s managementproduct
announcementdraining video, and professionaldevelopment
courses.These seners have only a small fraction of their
video content encodedat both high bit-rate and low bit-
rate. Therefore,the bit-rate variation, though limited, helps
evaluatingthe performanceof TeC algorithms.Although the
Windows Media Sener is not RTP/RTSP-basedthe client
accesspattern and the video popularity statistics extracted
from the sener logs are neverthelesauseful.

To analyzethe obtainedtraces,we cateyorize the video
objectsinto oneof sevencategories.CategoriesC0,C1landC2
containobjectswith oneversion.C0 containsobjectsencoded
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TABLE |
STATISTICSFOR MEDIA OBJECT BY VERSIONS.

[ Version | #of objects| # of accesseq Totalsize | Averagesize |
~ 28 kbps 708 25,543 4,614MB 7 MB
~ 56 kbps 165 2,839 3,049MB 18 MB
~ 112 kbps 395 27,503 12,749MB 32 MB

[ Total | 1,268 | 55885 | 20,412MB | |

at high bit-rate (by, above 100 kbps), C1 for mid bit-rate (b1,

56 kbps), and C2 for low bit-rate (b2, 28 kbps). Category

CO01 containsobjectswith two versions,at bit-rates b, and
bi. Similar definitions are derived for categories C02 and
C12. Catggory C012 containsobjectswith all threeversions.
Figure8 (a) shows the distribution of the numberof objectsin

eachcategory. Sincethe mediasener is targetingat corporate
intranet users with similar network connectionspeed, the
majority of the objectsis codedin one version.Thereis a
significant amountof audio clips encodedat 28 kbps, and
hencea large numberof objectscategorizedinto C2. There
are115objectscodedin all threebit-rates(in category C012),
and nearly 100 objectscodedin variouscombinationsof two

versions(in catgyoriesC01, C02,andC12). The TeC system
is the most effective whenthereare requestso theseobjects
with multiple versions.

Figure8 (b) shovs the numberof accesseto eachcateyory.
Within each category, the number of accessedo different
versionds alsoshown. Sincethe TeCsystemimprovescaching
performancewhen there are accesseso multiple bit-rate
versions,we focus on C01, C02, C12, and C012 catayories.
Note that the accessedo one version dominatein each of
these catgyories. In most cases,the highest-bit-rateversion
is accessedhe most often. This is an expectedresult as the
accessearemostlyfrom the corporatentranetwith high LAN
bandwidth. Note also that the accesse$o multiple versions
are mainly to objectsin C012. The accessego version b
dominatein C012with nearly 75% of the total accessn this
category. Thisindicatesa patternof homogeneouslientaccess
in corporateintranetenvironments.

Table | shows the statisticsfor eachversion: the number
of unique objectsand the total numberof accesseso these
objects.It also shaws the total and averagefile size of these
unique objects. We considerdifferent versionsof the same
video contentasindependenbbjectsandseparately}countthe
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Fig. 9. Performanceomparisonin trace-dwen simulations.

accesse$o thoseobjects.

During the simulation, 20 GB of contentresideson the
origin sener and there is a total of 27,926 accessesThe
accesseshon high temporallocality. Eachday, thereis on
average6 GB of live objects,which includesthe new objects
generatedhat day aswell asobjectsfrom previous daysthat
will get more accessedefore the end of the measurement
period.

2) Smulation Results: Figure9 (a) shavsthe bytehit ratio.
TEC-11 provides 3~10% byte hit ratio improvementover
LRU. TEC-11 delivers this improvementonly on accesses
to lower bit-rate versionsof objectswhere multiple versions
are evenly accesseavithout one versionpredominantlybeing
accessedr-rom Figure 8 (b), theseare accesses; andb, for
catggory C012.They areonly approximatelyl0% of the total
numberof accessesand the majority of them are transcode
hits. In an ernvironmentwith more heterogeneouaccessesye
expectsignificantlymoreaccesse® be senedfrom transcode
hits, resultingin a betterbyte hit ratioimprovementover LRU.
Since the dominantversionin an enterpriseervironmentis
most likely the highestbit-rate version, FVO shaws the best
performancegspeciallywhenthe cachesizeis small. For the
samereason,algorithm TEC-11 that cacheshigher bit-rate
versionsshows betterresultthanTEC-12. TEC-2achievesless
improvementover LRU comparedvith TEC-11becausdEC-
11 storeslarger numberof uniquevideo objects.Nevertheless,
asshawvn in Figure9 (b), the transcodingoad is significantly
lighter in TEC-2 since it cachesmultiple versionsof the
sameobject. We also obsenre that the transcodingload of
FVO is much heaier than other algorithms.Comparedwith
FVO, TEC-11achievessimilar overall byte hit ratio with less
transcodingoad.

Figure 9 (c) shows the distribution of generationosswhen
the relative cachesizeis 16%. About 10% of the requestsare
sened by TEC schemeswith generationlosses.For TEC-2,
only 2% of the requestsaresenedwith two generatiorosses.
As for FVO andTVO, therequestgo thefull versionproduce



0g streamsgeitherfrom the cacheor the origin. The requests
to other versionsare always sened by transcodingfrom the
full version,and hencelg streamsare produced.

Figure 9 (d) shows the expectedlateng, again using the
values obtainedfrom Figure 10 (b) of the Appendix. FVO
cachesfull version only which results in more transcode
hits, but on the other hand, it also resultsin fewer exact
hits. Therefore,FVO shaws the largestdelay even thoughit
achieves the highestbyte hit ratio. Among TECs, TEC-12
shaws the largestdelay as most of the userrequestsare to
higher bit-rate versions.

C. Summary

We evaluatedthe performanceof TEC algorithmsby simu-
lating themin variousnetwork scenariosand comparingthem
with the traditional network cacheswithout transcodingcapa-
bility, and with FVO and TVO that also combinestreaming
mediacachingwith transcoding.

Our simulation results indicate that comparedwith the
traditional network caches,with mamginal transcodingload,
TeC improves the cache effectiveness,decreaseghe user
perceved lateng, and reducesthe traffic betweenthe proxy
andthe contentorigin sener.

When comparedwith FVO and TVO, the TEC algorithms
generally shaved better performancewith less transcoding
load.Whenthe cachesizeis largeor full versionsarerequested
moreoften, FVO achiesesthe highestbyte hit ratio asit stores
morefull versionobjectsand senesrequestgo lower bit-rate
versionsby transcodingHowever, it comeswith the price of
high transcodingoad.

TEC and TVO putlessburdenon the transcodethan FVO.
The performanceof TVO could not match that of TECs
however, as it doesnot supporttranscodingfrom an already
transcodedobject in the cache.Hence TVO requires more
traffic betweenthe contentorigin and the transcodingproxy
than TECs. In addition, TVO may causethe cacheto store
multiple versionsof the samevideo in an undeterministic
fashion.On the otherhand, TEC-11and TEC-12storeat most
oneversionper object.

Among TECs, TEC-2 gave good performancesvhen the
cachesize is large, usersare in heterogeneousrvironment,
and the accesgatternshaws strongtemporallocality. Com-
paredwith other TECs, TEC-11generallyshoved the highest
byte-hit ratio but also hadthe highesttranscodingoad.

IV. RELATED WORK

Many researchershave contemplatedwith the idea of
putting transcoderst network intermediariesTranscodingof
HTML andimagecontentsis exploredin [12], [13] but they
do not cover streamingmedia transcoding.MOWSER [14]
allows mobile usersto specify the QoS parametersProxy
agentsbetweenthe web sener and mobile userstranscode
the Web contentinto the viewing preferenceof the clients.
A similar work [15] usesInfoPyramid data model to adapt
web contentsto mobile client capabilities.On-the-fly trans-
formation of web contentsat the network infrastructureis
proposedn [16]. Lossycompressioris usedfor eachspecific

data-typedo adaptto network and client variations.A video
gatevay [17] performs transcodingand rate adaptationfor
video transmissionin heterogeneousrvironments.Although
all of theabove mentionedwvork investigatesranscodingnone
considerscaching.

There are several recentstudiesthat proposecachingal-
gorithms for transcodingproxies. Soft caching [18], Net-
Blitz [19], and TranSquid[20] aretranscodingenabledproxy
systemsthat proposecaching, but they focus only on web
imagesandnot streamingvideos.Minimal aggreyatetranscod-
ing cost [21] is devised to cache multiple version in the
transcodingproxy. This work takes additionalfactor suchas
transcodingdelay into accountin their cache replacement
algorithm. This transcodingdelay does not apply in our
casesince TEC proxy performs*“streamlined”transcoding A
transcodingcachingalgorithmis devisedfor hierarchicakache
networksin [22]. It focuseson the load sharingissuesamong
hierarchy proxies. Again, [21] and [22] primarily consider
transcodingof static web objectsand not streamingvideo.

Severalschemedor cachingvideo streamdrom the Internet
have been proposed.These schemeshowever, do not use
transcodingat the local network proxies. Prefix caching[6]
storesthe initial parts of popular videos on the proxy to
reduce the playback lateng. It also considers smoothing
techniquedor VBR multimediaobjects.Selectve caching[23]
storesonly certain parts (not necessarilythe initial part) of
the video. The selectionof the framesdependson network
ervironments. Two algorithms are proposed,one each for
QoSnetworksandthe best-efort Internet.Partial cachingwith
sener schedulingis consideredn [24] for saving bandwidth
from the origin sener. Partial cachingin dynamic network
conditionsis studiedin [25]. MiddleMan [26] aggreyatesa
numberof proxy cachesconnectedvithin a network to cache
video files. The systemproposedn [27] hasproxiesperform
requestaggreation, prefix caching,andrate control to cache
streamingmedia.Video staging[28] prefetchesertainvideos
onto the proxiesto presere WAN bandwidth.Cachingmedia
streamsusing video summarizationis proposedin [29]. In
Mocha[30], a layeredcachingschemes introducedto adjust
stream quality basedon perlayer popularity The layering
techniquesrethe mostsimilar in philosophyto our approach,
but as statedin Sectionl, layered-encodedformats may not
alwaysbeavailable.An interestingwork thatanalyticallycom-
parescachinglayeredvideoswith cachingmultiple different
video versionsis found in [31].

V. CONCLUSION

We proposecdthe Transcoding-enable@aching(TeC) sys-
tem for streamingmedia distribution networks. By placing
the transcodingservice at the proxies, we perform content
adaptationat the network intermediaries.The TeC proxies
performtranscodingn additionto caching.TeC is usefulfor
networks with heterogeneougrnvironmentsas it transcodes
the streamingobjectsto appropriateformatsbasedon users
networking and computingcapabilities.

Given that most of the current media contenton the In-
ternetis codedin single-layeredformat, we believe adding



TABLE 1l
2G LOSS: PSNR DIFFERENCE (DB).

raw-128 512-128

avg. | sid. avg. | std.

akiyo || 0.93 | 0.32 0.5 0.2
hallw 098] 0.21 | 0.14 | 0.12
coast || 0.86 | 0.3 0.03 | 0.07
table 0.93] 0.33 || 0.01 | 0.13

transcodingo thecachingproxiesbringscachingeffectiveness
and efficiency. Our simulationresultsshaved that combining
caching with transcodingat the network intermediariesis

a better choice than performing caching only, or providing

multiple formats at the sener. We proposedvarious caching
stratgyies for our TeC system. The effectivenessof each
algorithmstronglydepend®n useraccespatternandnetwork

ervironment.In an corporateervironmentwhere usersshav

lessheterogeneitycachingone versionfor eachvideo object
is desirable Whenthe usershave heterogeneousrvironment
and the accesspatternhas strong temporallocality, caching
multiple versionsof popularobjectsis beneficial.

APPENDIX
TRANSCODER PERFORMANCE

We further quantitatvely evaluatethe 2g loss causedby
repeatedtranscodingthat may occur in the proposedTeC
system.We usefour MPEG-1 CIF resolutiontest sequences
that are codedat 512 kbps with the GOP size of 12 and the
structureof IBBPBB. Eachsequencés transcodedo 256 kbps
and then to 128 kbps. The transcodedvideo obtainedthus
sufferstwo generatiorlossesThe original framesare usedas
referencegzo computethe PSNRof the transcodedrideo.

Tablell shavs the averageandstandarddeviation of the 2g
lossin the PSNRdifferencedor all four testsequencesiwo
PSNR differencesare shavn. One is the differenceagainst
the versionthat is directly codedfrom the raw frames(raw-
128) and the other is againstthe versionthat is transcoded
from the 512 kbps version (512-128).The 2g loss is larger
whencomparedwith the raw-128 versionthanwith 512-128.
However, to avoid the larger 2g loss, the contentorigin sener
mustcreateandstore128 kbpsversion.The resultsverify that
lessthan1dB lossin PSNRis obsened even for 2g loss.

We now evaluatethe computingload and start-updelay of
our TeC system We setupa sener-proxy-clienttestingsystem
with intranetLAN connectionsall in the samesubnet.The
origin seneris implementedasan RTP/RTSPstreamingsener
which delivers contentat its codedrate. The platform is HP
NetSener [p1000r with two 1.4 GHz PentiumlIl processors
and1 GB RAM running SuSELinux 8.0. The TeC proxy also
runs RTP/RTSP and it receves RTP paclets from the origin
sener, transcode®n a frame-by-frameébasis,andstreamst to
the client at the sametime. The transcodingoroxy runson an
HP workstationx4000,with two 2 GHz Intel Xeonprocessors,
512 kB L2-cacheand 1 GB RAM running SuSELinux 8.0.
The sameplatform is usedfor the client that issuesa group
transcodingrequestsand dumpsthe receved paclets.

We usea sequencedf 15 requestswith five secondsapart,
requestingfor transcodingserviceson a testvideo sequence.
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The test streamis a CIF MPEG-4 systemstreamwith audio
and video codedat 16 kbps and 316 kbps respectrely. The
test sequencels coded at 15 Hz and is long enough (45
minutes)sothatthe numberof concurrentranscodingsessions
accumulategor eachrequestarrival. On receving eachclient
request,the transcoderestablishesan RTP sessionwith the
senerandrecevestheoriginal streanfrom it. Thetranscoding
proxy then transcodeghe video paclets while relaying the
audio paclets without transcoding.The video bit rate is
reducedo 100kbpsusingthe transcodethatwe implemented
accordingto Figure2. Thetranscodings performedoneframe
atatime. RTP paclettimestampsn the origin streamareused
for the clients to synchronizethe received audio and video
paclets. The transcoderlsokeepstrack of its own timestamp
so that when the transcodingis lagging behind, framesare
droppedin orderto keeppacewith the relaying of the audio
paclets (which are not transcoded).

During the test period, we usea UNIX commandt op to
record the CPU and memory consumptionwith the update
frequeny of 1 Hz. The CPU load of the two CPUsin the
transcodeplatform are plottedin Figure10 (a). Note thatthe
systemreacheghe full usageafter morethannine concurrent
sessionsThis is also the time the transcodingproxy starts
to report frame drops. Similar tests carried out for QCIF
resolutionvideosrevealthatthe numberof concurrensessions
the proxy can handle is much larger, at the range of 20.
The transcodetoad per sessioncan be further reducedif we
considerusing the multimedia extensionsof the processos
instructionset(MMX) or lookup-table-base@nplementation.
In addition, the ability of handlingconcurrentsessionganbe
further scaledup by using transcoderclusters.

Figure 10 (b) plots the start-updelay for eachtranscoding
requestsBeforethe maximumtranscodingcapacityis reached,
the averagestart-updelay for a miss (D,,;ss), an exact hit
(Denit), andatranscodehit (Dyy,;;) are 339 ms, 127 ms, and
173 ms, respectiely. WhenQCIF resolutionvideo (120 kbps)
is used,all the delay parametersre shorter(185 ms, 35 ms,
and42 msrespectiely), asthe delayin delivery andtranscod-



ing is much shorterwhenthe video resolutionis low.
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