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Abstract

Recently pawer controlin mobile ad hoc networks hasbeenthe focusof extensive researchlts mainobjectives
are to reducethe total enegy consumedn paclket delivery and/orincreasenetwork throughputby increasingthe
channels spatialreuse. In this paper we give an overview of various power control approacheshat have been
proposedn the literature. We discussthe factorsthat influencethe selectionof the transmissiorpower, including
the importantinterplay betweerthe routing (network) andthe mediumaccessontrol (MAC) layers. Protocolsthat
accounffor suchinterplayarepresented.

Index Terms

Pawer control,adhocnetworks, IEEE 802.11 power-awarerouting.

. INTRODUCTION

Mobile ad hoc networks (MANETS) have recentlybeenthe topic of extensve research.The interestin
suchnetworks stemsfrom their ability to provide temporaryand instantwirelessnetworking solutionsin
situationswherecellularinfrastructuresrelackingandareexpensve or infeasibleto deploy (e.g.,disaster
relief efforts, battlefields,etc.). Due to their inherentlydistributed nature, MANETS are morerobustthan
their cellular counterpart@gainstsingle-pointfailures,andhave the flexibility to reroutearoundcongested
nodes.FurthermoreMANETS canconsere batteryenegy by deliveringa paclet over amultinop paththat
consistof shorthop-by-hoginks. While wide-scaledeploymentof MANETS is yetto come,severalefforts
arecurrentlyundervay to standardizerotocolsfor the operationrandmanagementf suchnetworks.
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Fig. 1. Inefficieng of the standardRTS-CTSapproach.NodesA and B areallowedto communicatebut nodesC and D arenot. Dashed
circlesindicatethe maximumtransmissiomangesor nodesA and B, while solid circlesindicatethe minimumtransmissiomangeseededor
coherenteceptionattherespectie recevers.

The Ad Hoc modeof the IEEE 802.11standardis, by far, the mostdominantMAC protocol for ad
hoc networks. This protocolgenerallyfollows the CSMA/CA (carriersensemultiple accesswith collision
avoidance)paradigmywith extensiongdo allow for theexchangeof RTS/CTS(request-to-send/cledn-send)
handsha& paclets betweenthe transmitterandthe recever. Thesecontrol paclets are usedto resere a
transmissiorfloor for the subsequentlataand Ack paclets. Nodestransmittheir controlanddatapaclets
atafixed (maximum)power level, preventingall otherpotentiallyinterferingnodesfrom startingtheir own
transmissionsAny nodethathearsthe RTS or the CTS messagelefersits transmissioruntil the ongoing
transmissions over.

Although the RTS/CTS exchange(also known asvirtual channelsensing is fundamentallyneededo
reducethelik elihoodof collisionsdueto the hiddenterminalproblent, it hastwo severedravbacks.First,
it negatively impactsthe channelutilization by not allowing concurrentransmissionso take placeover the
reseredfloor. Thissituationis exemplifiedin Figurel, wherenodeA usedts maximumtransmissiormpower
to sendits pacletsto nodeB (for simplicity, we assumemnidirectionabntennassoanodesresenedfloor
is representedby a circle in the 2D space).NodesC and D hearB’s CTS messagand,therefore refrain
from transmitting.It is easyto seethatbothtransmissionst — B andC' — D can,in principle,take place
atthesametime if nodesareableto selecttheirtransmissiompowersappropriately Theseconddravbackof
thefixed-paver approachs thatthereceved power may befar morethannecessaryo achiese therequired
signal-to-interference-and-noisatio (SINR), thuswastingthe nodes enegy and shorteningits lifetime.
Thereforethereis a needfor a solution,possiblya multi-layer one,thatallows concurrentransmission$o
take placein the samevicinity andsimultaneouslgonsereseneny.

The mainobjective of this paperis to review the mainapproache$or transmissiorpower control (TPC)
that have beenproposedn the literature. We startin Sectionll by discussingthe tradeofs involved in
selectinghepowerlevel. A classof enegy-orientedoower controlschemess discussedn Sectionlll. This
classis mainly aimedatreducingenegy consumptionwith throughputbeingasecondaryactor It includes
network-layersolutions(i.e., power-awarerouting). Powver control schemeghattake the MAC perspectie
into their designare presentedn SectionlV. Theseschemesnclude a classof algorithmsthatuse TPC
primarily to controlthetopologicalpropertiesof the network. In the samesectionwe alsodiscussa classof

1 This problemariseswhenanode,say 4, is transmittinga paclet to anothemode,say B. In themeantime, athird node,sayC thatis outside
therangeof A butis in therangeof B startstransmitting,causinga collision at B.
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(a) Low transmissiorpower. (b) High transmissiorpower.

Fig. 2. Effectof powerlevel on network connectvity.

interference-aare TPCschemeshatusebroadcastethterferencenformationto boundthe power levelsof
subsequertransmissionsOtherprotocolsthatarebasedon clusteringor thatcombineschedulingand TPC
arepresentedn SectionV. Finally, thepaperis concludedn SectionVI with someopenresearchssues.

[I. TRADEOFFS IN SELECTING THE TRANSMISSION POWER

The transmissiorpower determineghe rangeover which the signal canbe coherentlyreceved, andis
thereforecrucial in determiningthe performanceof the network (throughput,delay andenegy consump-
tion). The selectionof the “best” transmissiomrangehasbeeninvestigatedextensiely in the literature. It
hasbeenshavn thata highernetwork capacitycanbe achievedby transmittingpacletsto the nearesheigh-
borin theforward progresdirection. Theintuition behindthis resultis thathalvingthe transmissiomange
increaseshe numberof hopsby two but decreasethe areaof the reseredfloor to oneforth of its original
value,henceallowing for moreconcurrentransmissionso take placein the sameneighborhood.

In additionto improving network throughput reducingthe transmissiomrangeplaysa significantrole in
reducingthe enegy requiredto deliver a paclet in a multihop fashion. The power consumedy the radio
frequeny (RF) power amplifier of the network interfacecard(NIC) is directly proportionalto the power of
thetransmittedsignal,andthusit is of greatinterestto controlthe signaltransmissiorpowerto increasehe
lifetime of mobile nodes.Presentlythe RF power amplifier consumeslmosthalf (or morein the caseof
sensomodes)of the total enegy consumedy the NIC. This ratio is expectedto increasan future NICs,
asthe processingcomponentdecomemore power efficient. Therefore thereis potentialfor a significant
enegy saving by reducingthe signaltransmissiorpower (range)andincreasinghe numberof hopsto the
destination.

Ontheotherhand thetransmissiompowerdeterminesvho canhearthesignal,soreducingt canadwersely
impactthe connectvity of the network by reducingthe numberof active links and,potentially partitioning
the network (seethe examplein Figure?2). Thus,to maintainconnectvity, power control shouldbe carried
out while accountingfor its impacton network topology Furthermoresinceroutediscoveryin MANETS
is oftenreactive(i.e., the pathis acquiredon demand)power controlcanbe usedto influencethe decisions
madeat the routing layer by controlling the power of the route-equest(RREQ) paclets (moreon thatis
givenin SectionlV-B).

The above discussionprovides sufficient motivation to dynamically adjustthe transmissiorpower for
datapaclets. However, thereare mary openquestionsat this point; perhapsthe mostinterestingoneis
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whetherTPCis a network or a MAC layerissue. Theinteractionbetweenthe network and MAC layersis

fundamentato power controlin MANETSs. Ontheonehand,the power level determinesvho canhearthe
transmissionandhence|t directly impactsthe selectionof the next hop. Obviously, this is a network layer
issue.On theotherhand,the power level alsodetermineghefloor thatthe noderesenesexclusively for its

transmissiorthroughanaccesscheme Oblviously, thisis a MAC-layerissue.Hence we have to introduce
power controlfrom the perspectiesof bothlayers.Otherimportantquestionsare: How cananodefind an
enegy-efiicient routeto the destinationWhatarethe implicationsof adjustingthe transmissiorpowersof

dataandcontrol packets? How canmultiple transmissionsake placesimultaneouslyn the samevicinity?

We addresshesequestionsn the subsequergections.

[1l. ENERGY-ORIENTED POWER CONTROL APPROACHES

In thissectionwe presenpowercontrolapproachethataimatreducingenegy consumptiorof nodesand
prolongingthelifetime of the network. Throughputanddelayaresecondarybjectivesin suchapproaches.

A. TPCfor Data PadketsOnly

One possibleway to reduceenegy consumptionis for the communicatingnodesto exchangetheir
RTS/CTSpaclets at maximumpower (P,,...), but sendtheir DATA/ACK paclets at the minimum power
(P,.:n) Neededor reliablecommunication.Thevalueof P,,;, is determinedbasedon therecever’s power
sensitvity, the SINR threshold,the interferenceevel at the recever, the antennaconfiguration(omni or
directional),andthe channelgain betweerthe transmitterandthe recever. We referto this basicprotocol
asSIMPLE. Notethat SIMPLE andthe IEEE 802.11schemeénhave the sameforward progressrate per hop,
I.e.,thedistancdraversedoy a pacletin thedirectionof thedestinatioris thesamefor bothprotocols.Thus,
thetwo protocolsachieze comparableéhroughputsHowever, enegy consumptionn SIMPLE is expectedly
less. The problemwith SIMPLE, however, is whena min-hoprouting protocol (MHRP) (which is the de
factoroutingapproachn MANETS) is usedat the network layer. In selectingthe next hop (NH), a MHRP
favors nodesin the direction of the destinationthat are farthestfrom the sourcenode, but still within its
maximumtransmissiorrange.Whennetwork densityis high, the distancebetweerthe sourcenodeandthe
NH is very closeto the maximumtransmissiomange;thus,SIMPLE would be preservingvery little enepy.
The problemlies in the poor selectionof the NH (i.e., links arelong), andso a more*“intelligent” routing
protocolthatfinds an enegy-efficient routeto the destinationis required. In otherwords,for SIMPLEto
provide goodenegy saving a poweraware protocolontop of SIMPLEIs neede¢dwhich is thetopic of the
next section.

B. PowerAware RoutingProtocols(PARPS)

The first generationof routing protocolsfor MANETS [1] are essentiallyMHRPsthat do not consider
power efficiengy asthemaingoal. Severalrecentrouting protocolsproposeenegy-efficientschemesSingh
et al. [2] first raisedthe power-awarenessssuein ad hoc routing andintroducednewv metricsfor pathse-
lection,which includethe enegy consumeder paclet, network connectvity duration(i.e., thetime before
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network partitions),nodepower variance costperpacket,andmaximumnodecost. PARPsdiscussedh the
remainderof this sectionuseoneor moreof thesemetricsin the pathselection.

Thefirst wave of PARPswasbasedon proactve shortespathalgorithms.Insteadof usingdelayor hop
countasthe link weight, theseprotocolsuseenegy-relatedmetricssuchas signal strength,batterylevel
at eachnode,and power consumptiorper transmission.The link conditionand power statusof eachnode
areobtainedvia a periodicroutetableexchangeasdonein proactve routing protocols.It hasbeenargued
thatthesoleminimizationof thetotal consumeaknepgy perend-to-endpaclet delivery drainsout the power
of certainnodesin the network. Insteadenegy consumptiormustbe balancedamongnodesto increase
network lifetime.

Proactvity impliesthateachnodemustperiodicallyexchangdocal routingandpower informationwith
neighboringnodeswhich incurssignificantcontrol overhead.For this reasonproactve shortespathalgo-
rithmsaremainly suitablefor networkswith little (or no) mobility, suchassensomnetworks. Theseschemes
areshovn to consumamorepower thanon-demandouting protocols,astransmittingmore control paclets
resultsin more enegy consumption.Paver-Aware Routing Optimization(PARO) [3] alsoutilizes power
consumptiorastheroutemetric,but it is anon-demangrotocoland,therefore doesnot have the problems
associateavith proactve routingin MANETS. However, asits solefocusis onminimizing thetransmission
power consumedn the network, it doesnotaccountor balancingtheenegy consumptioramongnodes.

In [4] the authorsproposeda schemeto consere enegy and increasenetwork lifetime basedon the
useof directionalantennasThis schemdirst builds “minimum enegy consumedger paclet” routesusing
Dijkstra-like algorithms,andthenschedulesodestransmissiondy executinga seriesof maximumweight
matchings. The schemes shovn to be enegy-efficient when comparedwith shortest-pathouting under
omni-directionalntennasHowever, sinceeachnodeis assumedo have a single-beandirectionalantenna,
the senderandthe recever mustredirecttheir antennabeamstowardseachotherbeforetransmissiorand
receptioncantake place.Moreover, it is preferredthateachnodeparticipatesn only onesessioratatime,
asredirectingantennasequiresa lot of enegy. Theserestrictionsfactorinto large delay and hencethe
schemas notadequatdor time-sensitre datatransmission.

C. Limitationsof the PARP/SIMPLEApproadc

In the previous section,we have shavn how a PARP/SIMPLE combinationcansignificantlyreduceen-
ergy consumptionin a MANET. This reduction,however, comesat the expenseof a decreasén network
throughputand anincreasen paclet delays. To illustrate thesedravbacks,considerthe examplein Fig-
ure 3. NodesA, B, andC arewithin eachothers maximumtransmissiorrange. Node A wantsto send
pacletsto node B. Accordingto a MHRP/802.11solution,node A sendsts pacletsdirectly to B. Thus,
nodesF and D, who areunavare of the transmissioltd — B, areableto communicateoncurrently On
the otherhand,accordingto a PARP/SIMPLEapproachdatapacletsfrom A to B mustberoutedvia node
C, andthus,nodesE and D have to defertheir transmissiongor two datapaclet transmissiorperiods.
More generally all nodeswithin C’s rangebut outside B’s or A’s rangeare not allowed to transmit, for
they arefirst silencedby C’s CTSto A, andthenagainby C’sRTSto B. This shovsthata PARP/SIMPLE
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Fig.3. Drawbacksof the PARP/SIMPLEapproachNodesE and D have to defertheir transmissionsvhenthe datapacletsfrom A to B are
routedvia nodeC.

approactforcesmorenodesto defertheir transmissionsiesultingin lower network throughputhanthatof
theMHRP/802.1lapproach.

IV. TPC: THE MAC PERSPECTIVE

Thethroughputlegradationn PARP/SIMPLEhasto dowith thefixed-paverexclusive-eservatiormech-
anismatthe MAC layer. Soit is naturalto considera mediumaccessolutionthatallows for theadjustment
of thereseredfloor dependingnthe datatransmissiorpower. A power controlledMAC protocolresenes
differentfloors for differentpaclet destinations.In sucha protocol, both the channelbandwidthandthe
reseredfloor constitutenetwork resourceshatnodescontendfor. For systemswith a shareddatachannel
(i.e.,onenodeusesall the bandwidthfor transmission)thefloor becomeshe singlecritical resourceThis
isin contrasto cellularsystemsandthe IEEE 802.11schemewheretheresenedfloor is alwaysfixed.

A. Topolagy Control Algorithms

We now presenta family of protocolsthat use TPC asa meansof controlling network topology (e.g.,
reducingnode degree while maintaininga connectednetwork). The size of the resened floor in these
protocolsvariesin time andamongnodes dependingn the network topology In [5] the authorsproposed
a distributed position-basedopology control algorithmthat consistsof two phases.Phaseoneis usedfor
link setupandconfigurationandis doneasfollows. Eachnodebroadcast#s positionto its neighborsand
usesthe positioninformationof its neighborgo build a sparsegraphcalledthe enclosue graph In phase
two, nodedind the“optimal” links ontheenclosuregraphby applyingthedistributedBellman-Ford shortest
pathalgorithmwith power consumptiorasthe costmetric. Eachnode: broadcast#s costto its neighbors,
wherethecostof node: is definedasthe minimumpower necessaryor i to establisha pathto a destination.
Theprotocolrequiresnodego be equippedvith GPSrecevers.In [6] acone-basedolutionthatguarantees
network connectity wasproposedEachnode: graduallyincreasedts transmissiorpower until it finds at
leastoneneighborin every coneof anglea = 2x/3 centeredati (a5x/6 anglewaslater provento guarantee
network connectvity). Node: startsthe algorithmby broadcasting “Hello” messageat low transmission
power andcollectingreplies. It graduallyincreaseshe transmissiorpower to discover moreneighborsand
continuouslycacheghe directionin which repliesarereceved. It thencheckswhethereachconeof angle
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Fig.4. Challengen implementingpower controlin adistributedfashion.NodeC' is unavareof the ongoingtransmissiorA — B, andhence
it startstransmittingto node D atapowerthatdestrys B’ sreception.

« containsanode.Theprotocolassumesghe availability of directionalinformation(angle-of-arwal), which
requiresextra hardware. Someresearcherproposedhe useof a synchronizedylobal signalingchannelto
build aglobalnetwork topologydatabaseyhereeachnodecommunicatesnly with its nearestV neighbors
(V is a designparameter). This approach however, requiresa signalingchannelin which eachnodeis
assignedh dedicatedslot.

Onecommonlimitation of theabove protocolsis their solerelianceon CSMA for accessing/reservirthe
sharedwirelesschannel.lt is known thatusingCSMA alonefor accessinghe channelcansignificantlyde-
gradenetwork performancdthroughputdelay andpower consumptionpecaus®f thewell-known hidden
terminalproblem.Unfortunately this problemcannotbe overcomeusinga standardRTS/CTS-like channel
resenationapproachasexplainedin the examplein Figure4. Here,node A hasjust starteda transmission
to nodeB ata power level thatis just enoughto ensurecoherenteceptionat B. SupposdhatnodeB uses
the samepower level to communicatevith A. NodesC' and D areoutsidethe floorsof A and B, sothey
do not hearthe RTS/CTSexchangebetweenA and B (for simplicity, we assumen this examplethatthe
carriersensingandthe receptionrangesarethe same).For nodesC' and D to be ableto communicatethey
have to usea power level thatis reflectedby the transmissiorfloorsin Figure4 (thetwo circlescenteredat
C' and D). However, thetransmissiorC' — D will interferewith A — B transmissiongausinga collision
at B. In essencethe problemis causedoy the asymmetryin the transmissiorfloors (i.e., B canhear(C’s
transmissiorio D but C' cannothearB’s transmissiorio A).

B. Interference-awae MAC Protocols

Topologycontrolprotocolsdiscussedn SectionlV-A lack a properchanneresenationmechanisnie.g.,
RTS/CTSlike), which negatively impactsthe achiezablethroughputundertheseprotocols. To addresshis
issue,moresophisticatedMAC protocolsareneededijn which informationaboutan ongoingtransmission
is madeknown to all possibleinterferes.Figure5 illustratesthe intuition behindsuchprotocols. Node A
intendsto sendits datato B. Beforethis transmissiorcantake place,node B broadcastsome“collision
avoidanceinformation” (CAl) to all possibleinterferingneighborswhich includeC, D, and E. Unlike the
RTS/CTSpacletsusedin the 802.11schemethis CAl doesnot preventinterferingnodesfrom accessing
the channel.Instead,it boundsthe transmissiorpowess of future pacletsgeneratedy thesenodes.Thus,
in Figure5, futuretransmitterg D and F in this example)canproceecdnly if the powersof their signalsare
not high enoughto collide with the ongoingreceptionat nodeB.
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Fig.5. Broadcastingollision avoidanceinformationin interference-aareMAC protocols.

To understandvhatthis CAl is andhow nodescanmake useof it, considerthe transmissiorof a paclet
from somenode: to somenode;. Let SINR(i, j) be the signal-to-interference-and-noisatio at node j
for the desiredsignalfrom nodei. Then,SINR(i, j) = P(i,7)/(X P(k,j) + n;), where P(i, j) is the
receved power at node; for atransmissiorfrom node: and; is I'E#e thermalnoiseat nodej. A paclet
is correctlyreceved if the SINR is above a certainthreshold(say SINR;,) that reflectsthe QoS of the
link. By allowing nearbynodesto transmitconcurrently the interferencepower at recever j increases,
andso SINR(7, j) decreasesTherefore to be ableto correctlyreceve the intendedpaclet at nodej, the
transmissiorpower at node: mustbe computedwhile taking into accountpotentialfuture transmissionin
theneighborhoodf recever j. Thisis achiezedby incorporatinganinterferencemargin in thecomputation
of SINR(i, 7). This mamgin representshe additionalinterferencepower thatrecever j cantoleratewhile
ensuringcoherenteceptionof the upcomingpaclet from nodei. Nodesat someinterferingdistancefrom
j cannow startnew transmissionsvhile thetransmission — j is takingplace. Theinterferencanagin is
incorporateddy scalingup the transmissiorpower at nodei beyondwhatis minimally neededo overcome
thecurrentinterferenceat node;. Dueto thedistributednatureof the TPCproblem,it makessensehatthe
computationof the appropriateransmissiorpower level is madeby the intendedreceiver which is more
capableof determininghe potentialinterfereran its neighborhoodhanthetransmitter Notethatthe power
level is determinedor ead datapaclet separatelypossiblyvia an RTS/CTShandshak), just beforethe
transmissiorof thatpaclet. This is in contrastto cellular networksin which the power is determinedhot
only at the startof the transmissiorbut alsowhile the paclet is being transmitted(e.g., the transmission
poweris updatedavery 125 pusecin thelS-95 standardor cellularsystems).

Now, anodewith apacletto transmitis allowedto proceedwith its transmissiorif thetransmissiompower
will notdisturbthe ongoingreceptionsn the nodes neighborhoodeyondtheallowedinterferencemarmin.
Allowing for concurrentransmissiongncreasesietwork throughputanddecreasesontentiondelay

Proposednterference-aare MAC protocolsdiffer mainly in how they computethe CAI andhow they
distributeit to neighboringnodes.In [7] theauthorsproposedhepowercontolled multipleaccesgPCMA)
protocol, in which eachrecever sendsbusy-tonepulsesto adwertiseits interferencemagin. The signal
strengthof the receved pulsesis usedto boundthe transmissiorpower of the (interfering) neighboring
nodes. A potentialtransmitter: first senseghe busy-tonechannelto determinean upperboundon its
transmissiorpower for all of its control and data paclets, adheringto the most sensitve recever in its



9

neighborhood After that, node: sendsts RTS at the determinedupperboundandwaitsfor a CTS.If the
recever, say j, is within the RTS rangeof nodei, andthe power neededo sendbackthe CTS is below
the power boundat j, node; sendshacka CTSallowing the transmissiorno begin. The simulationresults
in [7] shaw significantthroughputgain (morethantwice) over the 802.11scheme However, the choiceof
enepy-efiicientlinks is left to the upperlayer (e.g.,a PARP). Furthermoretheinterferencemamgin is fixed
andit is not clearhow it canbe determined.Contentionamongbusy-toneds alsonot addressedFinally,
accordingo PCMA, anodemaysendmary RTS pacletswithout gettingary reply, thuswastingthenodes
enegy andthe channebandwidth.

The useof a separateontrol channelin conjunctionwith a busy-toneschemewasproposedn [8]. The
senderttransmitsdatapacketsandbusy-tonesat reducedpower, while the recever transmitsits busy-tones
atthe maximumpower. A nodeestimateshe channelgainfrom the busy-tonesandis allowedto transmit
if its transmissions not expectedto add more than a fixed interferenceto the ongoingreceptions. The
protocolis shavn to achieve considerabl¢hroughpuimprovementovertheoriginal dual busy-tonemultiple
acces§DBTMA) protocol. The authors however, make strongassumptiongboutthe interferencepower.
Specifically they assumehattheantennas ableto rejectary interferingpowerthatis lessthanthe power of
the“desired”signal(i.e., they assumeerfectcapturelandthatthereis no needfor ary interferencemaqgin.
Also, the power consumptiorof the busy-tonesvasnot addressedrurthermoreasin PCMA, the choiceof
enegy-efiicientlinks is left to theupperlayer.

The power controlleddual channePCDC)protocol[9] emphasizetheinterplaybetweerthe MAC and
network layers, wherebythe MAC layer indirectly influencesthe selectionof the next-hop by properly
adjustingthe power of the RREQpaclets. Accordingto PCDC,the availablebandwidthis dividedinto two
frequeny separate¢hanneldor dataandcontrol. Eachdatapaclet is sentat a power level thataccounts
for arecever-dependeninterferencanamgin. This magin allows for concurrentransmissionso take place
in the neighborhoodof the recever, provided that thesetransmissionglo not individually interfere with
the ongoingreceptionby more thana fraction of the total interferencemagin. The CAl is insertedinto
the CTS paclet, which is sentat maximum power over the control channel,thusinforming all possible
interferersaboutthe ensuingdatapacket andallowing for interference-limitecsimultaneougransmissions
to take placein the neighborhoodf a receving node. Furthermore eachnode continuouslycacheshe
estimatedchannelgain andangleof arrival of every signalit recevesover the control channel regardless
of the intendeddestinationof this signal. This informationis usedto constructan enepgy-efficient subset
of neighboringnodes,calledthe connectivityset (CS). The intuition behindthe algorithmis thatthe CS
mustcontainonly neighboringnodeswith which directcommunicatiomequiredesspower thantheindirect
(two-hop) communicationvia ary other nodethat is alreadyin the CS. Let P¢) =~ denotethe minimum
power requiredfor node: to reachthe farthestnodein its CS. Node: usesthis power level to broadcast
its RREQ paclets. This resultsin two significantimprovements. First, ary simple MHRP cannow be
usedto produceroutesthat arevery power efficient andthatincreasenetwork throughput(i.e., reducethe
total resenedfloor). Hence,no intelligenceis neededat the network layer andno link information(e.g.,
power) hasto be exchangedr includedin the RREQpacletsin orderto find power-efficientroutes.Clearly,
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this reducescompleity andoverhead.Secondgconsiderincghow RREQpacletsarefloodedthroughouthe
network, significantimprovementsn throughputand power consumptiorcanbe achiezed by limiting the
broadcastin@f thesepacletsto nodeshatarewithin the connectvity rangeP() . It wasshavn in [9] that
if the network is connectedundera fixed-paver strat@y (i.e., RREQpacletsare broadcastedisingpower
P,..z), thenit mustalsobe connectedindera CS-basedtratayy.

PCDCwasshaown to achiere considerablehroughputimprovementover the 802.11schemeand signifi-
cantreductionin enegy consumption.The authorshowever, did not accountfor the processingndrecep-
tion powers,whichincreasewith the numberof hopsalongthe path(notethatPCDCresultsin longerpaths
thanthe 802.11schemewhenboth areimplementedoelon a MHRP). Furthermorethereis anadditional
signalingoverheadn PCDCdueto theintroductionof new fieldsin the RTS andCTS paclets.

V. OTHER TPC APPROACHES

In this section,we describetwo additionalTPC approachethatadoptcompletelydifferentphilosophies
to the problemthanwhat hasbeendiscussedso far. The first oneis clustering[10]. In this approach,
an electedclusterhead(CH) performsthe function of a basestationin a cellular system. It usesclosed-
loop power control to adjustthe transmissiorpowers of nodesin the cluster Communicationdbetween
differentclustersoccurvia gatavays,which arenodesthatbelongto morethanonecluster This approach
simplifiesthe forwardingfunctionfor mostnodes but at the expenseof reducingnetwork utilization since
all communicationshave to go throughthe CHs. This canalsoleadto the creationof bottlenecks. A
joint clustering/TPQorotocolwasproposedn [11], whereeachnoderunsseveralrouting-layeragentshat
correspondo differentpower levels. Theseagentsbuild their own routing tablesby communicatingwith
their peerrouting agentsat othernodes(i.e., the protocolis distributedwith no CHs). Eachnodealongthe
paclet route determineghe lowest-paver routing tablein which the destinationis reachable.The routing
overheadn this protocolgrows in proportionto the numberof routing agentsandcanbe significanteven
for simple mobility patterns(recall that for DSR, RREQ paclets accountfor a large fraction of the total
recevedbytes).

Another novel approachfor TPC is basedon joint schedulingand power control [12]. This approach
consistof schedulingandpower controlphasesThe purposeof the schedulingphasds to eliminatestrong
interferencethat cannotbe overcomeby TPC. It also makesthe TPC problemsimilar to that of cellular
systems.In the schedulingohase the algorithmsearchegor the largestsubsetf nodesthat satisfy“valid
scenariaconstraints. A nodesatisfiessuchconstraintsf it doesnot transmitandreceve simultaneouslyit
doesnot receve from morethanone neighborat the sametime, andwhenreceving from a neighborthe
nodeis spatiallyseparatedrom otherinterferersby at leasta distanceD. This D is setto the “frequeny
reusedistance”’parametewnsedin cellularsystemsin the TPC phasethe algorithmsearche$or thelargest
subsebf usersgeneratedrom the first phasehat satisfyadmissibility (SINR) constraints.The compleity
of both phasess exponentialin the numberof nodes. Becausdhe algorithmis invoked on a slot-by-slot
basis,it is computationallyexpensve for real-timeoperation. The authorsin [12] proposecdheuristicsto
reducethe computationaburden.A simpleheuristicfor the schedulingphasds to examinethe setof valid
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scenariosequentiallyanddefertransmissiongaccordingly Thereis still a needfor a centralizedcontroller
to executetheschedulingalgorithm(i.e., the solutionis notfully distributed).FortheTPCphasetheauthors
examineda cellularlik e solutionthatinvolvesdeferringthe userwith the minimum SINR in an attemptto
lower the level of multiple accessnterferencelt is assumedherethatthe measure®INR at eachrecever
is known to all transmitterge.g.,via flooding). The caseof TPC for multicasttransmissiorwasaddressed
in [13], wherethe authorsproposeda distributedjoint schedulingand power control schemeor multicast
transmissions.

V1. SUMMARY AND OPEN ISSUES

TPC hasa greatpotentialto improve the throughputperformanceof a MANET andsimultaneouslyde-
creasesnegy consumptionln this paperwe surwyedseveral TPC approachesSomeof theseapproaches
(e.g.,PARP/SIMPLE) are successfuln achiezing the secondgoal, but sometimesat the expenseof a re-
duction (or at least,no improvement)in the throughputperformance.By locally broadcastingcollision
avoidanceinformation; someprotocolsareableto achieve bothgoalsof TPC simultaneouslyTheseproto-
cols, however, aredesignedasedon assumptionge.g.,channelstationarityandreciprocity)thatarevalid
only for certainrangesof speedandpaclet sizes.Furthermorethey generallyrequireadditionalhardware
support(e.g.,duplexers). The key messagen the designof efficient TPC schemess to accountfor the
interplaybetweertherouting (network) andMAC layers.

Many interestingopenproblemsremainto beaddressednterference-aare TPCschemesrepromising,
but their feasibility and designassumptionsieedto be evaluated. For instance,PCDC assumeghat the
channelgainis the samefor the control and datachannels. This holds only whenthe control channelis
within thecoherencdandwidthof thedatachannelwhich placesanupperboundontheallowablefrequeny
separatiorbetweerthe two channelsldeally, onewould lik e to have a single-channe$olutionfor the TPC
problem. Interoperabilitywith existing standardandhardwareis anotherimportantissue.Currently most
wirelessdevicesimplementthe IEEE 802.11bstandard. TPC schemegproposedn the literatureare often
notbackward-compatiblevith the[EEE 802.11standardywhich makesit difficult to deploy suchscheme
realnetworks. Anotherimportantissueis theincorporationof a sleepmodein thedesignof TPC protocols.
A significantamountof enegy is consumedy unintendedecevers.In mary casesjt makessensdo turn
off theradiointerfacesof someof thesereceversto prolongtheir batterylives. Theeffect of thisonthe TPC
designhasnot beenexplored.

The schemepresentedn this paperassumehatnodesareequippedwith omnidirectionalantennasDi-
rectionalantennasasrecentlybeenproposedcsameansf increasingietwork capacityunderafixed-paver
stratgy (e.g.,[14]). Theuseof TPCin MANETSs with directionalantennagsanprovide significantenegy
saving. However, theaccesgroblemis now moredifficult dueto theresuracingof variousproblemssuchas
the hiddenterminal,deafnessetc.,which needto be addressedPower controlfor CDMA-basedMANETs
is anotherinterestingtopic that hasnot receved enoughattention. Becauseof its demonstratedguperior
performancécomparedo TDMA andFDMA), CDMA hasbeenchoserastheaccessechnologyof choice
in cellularsystemsincludingtherecentlyadopted3G systemsilt is, therefore paturalto considerthe useof
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CDMA in MANETSs. Thesituation,however, is morecomplicatedn the caseof MANETS dueto the pres-
enceof nonngligible cross-correlationbetweendifferent CDMA codes,which caninducemulti-access
interferenceat receversandcause'secondary’paclet collisions(collisionsbetweerntwo or moretransmis-
sionsthat usedifferent CDMA codes). This problem,known in the literatureasthe nearfar problem is
bothanaccesanda TPCproblem.An initial attemptat addressinghis combinedproblemis givenin [15],
but morework is still neededo betterunderstandhe capacityof a CDMA-basedMANET andthe optimal
designof TPCfor suchanetwork.

Variableratesupportis anotherptimizationthat TPC protocolshave not consideredet. It is known that
adaptingthe transmitpower, datarate,andcodingschemancreasespectralefficiengy. The |[EEE 802.11b
schemallowsnodedo increaseheirinformationrateupto 11 Mbps,dependingpnthe SINR attherecever.
TheperformancechiezedthroughTPC canbefurtherimprovedby allowing for dynamicadjustmenbf the
informationrate,increasinghis ratewhentheinterferences low andvice versa.The “mechanics’of such
anapproaclareyetto beexplored.
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