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Abstract— The characterization of the capacity region of the is the two-user Gaussian interference channel (GIFC), evher
two-user Gaussian interference channel has been an open ro two point-to-point links with additive white Gaussian neis
lem for thirty years. The understanding on this problem has jyterfere with each other (Figure 1). The capacity region of

been limited. The best known achievable region is due to Han- this ch lis th t of all simult | hi bl i
Kobayashi but its characterization is very complicated. It is 15 channel Is the set or all simulianeously achievable ra

also not known how tight the existing outer bounds are. In Pairs (11, I%2) in the two interfering links, and characterizes
this work, we extend our results of [1] to general (i.e. posbly the fundamental tradeoff between the performance achievab
asymmetric) channels for the complete capacity region. Weh®w  in the two links in face of interference. Unfortunately, the
that the existing outer bounds can in fact be arbitrarily loose ,ohjem of characterizing this region has been open for over
in some parameter ranges, and by deriving new outer bounds, | . . . o
we show that a simplified Han-Kobayashi type scheme can _thlrty years. The only case in which the capacity _'S known
achieve to within a single bit the capacity for all values of he IS in the strong interference case, where each receiver has a
channel parameters. Using our results, we provide a natural better reception of the other user’s signal than the intdnde
generalization of the point-to-point classical notion of egrees receiver [2]-[4]. The best known strategy for the other sdse
of freedom to interference-limited scenarios. due to Han-Kobayashi [2]. This strategy is a natural one and
|. INTRODUCTION involves splitting the transmitted information of both tse
into two parts: private information to be decoded only at

Interference is a central phenomenon in wireless commu-

- . . : own receiver and common information that can be decoded
nication when multiple uncoordinated links share a comman

I . . at both receivers. By decoding the common information, part
communication medium. Most state-of-the-art wireless- sys . . .
tems deal with interference in one of two ways: of_the mterfererjce can be cancelled off, with the remaining
. o . o private information from the other user treated as noise& Th
« orthogonalize the communication I|nks_|n time or freHan-Kobayashi (HK) strategy allows arbitrary splits of keac
quency, so that they do not interfere with each other gkers transmit power into the private and common informa-
all L tion portions as well as time sharing between multiple such

« allow the communication links to share the same degre_zg:aits_ Unfortunately, the optimization among such mysiad

of freedom, but treat each other's interference as addiggsgipjjities is not well-understood, so while it is cleaat

to the noise floor. it will be no worse than the above-mentioned strategies as it
It is clear that both approaches can be sub-optimal. The fistludes them as special cases, it is not very clear how much
approach entails aa priori loss of degrees of freedom inimprovement can be obtained and in which parameter regime
both links, no matter how weak the potential interferencgould one get significant improvement. More importantly, it
is. The second approach treats interference as pure ngisgiso not clear how close to capacity are the achievabds rat
while it actually carries information and has structurettten of the scheme and whether there will be other strategies that
potentially be exploited in mitigating its effect. can do significantly better.

These considerations lead to the natural question of whatrhe main result in this paper is that a very simple HK type
is the best performance one can achieve without making astheme with a single private-common power split can in fact
a priori assumptions on how the common resource is sharg@hieve within1 bit/s/Hz of the capacity of the channel for
A basic information theoretic model to study this questiogl| values of the channel parameters. That is, for all rate pairs

_ o _ _ (R1, R2) in the interference channel capacity regid®; —
1The ordering of the authors in this paper is alphabetical. 1R 1) is achievable by this simple strate This result
2This work was done when R. Etkin was a graduate student ateRgrk > *"2 ~ ) i y . p .gy'
and H. Wang was visiting. is particularly relevant in the high SNR regime, where the
3R. Etkin and D. Tse are supported by the National Science dation  achievable rates are high and in fact grow unbounded as the

;2‘1%2[‘ ITR grant: “the 3R’s of Spectrum Management: ReBseluce and gise |evel goes to zero. Through this result, we are able to

4Hua Wang is supported by a Vodafone US Foundation Graduditevseip ~ Characterize the interference channel capacity regionitturw
and NSF CCR CAREER 0237549. one bit.



In [1] we presented our results for the symmetric capacitg noise and interference to noise ratios. Foe 1,2, let
of symmetric GIFCs, i.e. the maximum rate that can W&\R; = |h;;|?P;/No be the signal to noise ratio at receiver
simultaneously achieved by both users. In this conferengeand INR; = |h21/?P2/Ny (INRy = |h12|?>P1/No) be the
paper, we present our results for the complete capacitpmeginterference to noise ratio at receiven(2). As will become
of general asymmetric GIFCs. apparent from our analysis, this parameterization in teoins

The key feature of our simple HK scheme is that the powSNR and INR is more natural for the interference channel,
of the private information of each user should be set such theecause it puts in evidence the main factors that determine
it is received at the level of the Gaussian noise at the othe channel capacity.
receiver. In this way, the interference caused by the mrivat For a given block length, useri communicates a message
information has a small effect on the other link as compared; € {1, ...,2"#} by choosing a codeword from a codebook
to the impairments already caused by the noise. At the safg,, with |C; .| = 2", The codewords{c;(m;)} of this
time, quite a lot of private information can be conveyed ia thcodebook must satisfy the average power constraint:
own link if the direct gain is appreciably larger than thesso 1
gain. =N Jemalf)? < P

To prove that this scheme is within one bit of optimality, [

we need good outer bounds on the capacity region of theraceiveri observes the channel outpufg;[t] : t =
interference channel. The best known outer bound [5] isbasg n} and uses a decoding functigi,, : C* — N to get

on giving extra side information to one of the receivers si thtr’]e estimaten; of the transmitted message;. The receiver
it can decode all of the information from the other user (the in error whzeneverm- + m;. The averagze probability of
. . (3 1"
Z-channel and related bounds). It turns out that while thiS,or for useri is given bye;,, = E[P(i; # m:)], where
. . . . . . . ,n 7 )]

bound is sufficiently tight in some parameter regimes, it Cqfg expectation is taken with respect to the random choice of
be arbitrarily loose in others. We derive new outer boundse transmitted messages; and m.. Note that due to the
and show that very simple HK type schemes can get withinierference among users, the probability of error of easgr u

bit/s/Hz of this outer bound for all range of parameters. OWiay depend on the codeword transmitted by the other user.
outer bounds are motivated by the bounding techniques of [7]a [4te pair (R, R») is achievable if there exists a family
_used to establish the capacity region of a class of detestitni ¢ ~qqebook paird (C1.n, Ca.n) }n With codewords satisfying
interference channels. the power constraint®, and P, respectively, and decoding

The rest .of the paper is structured as follows. In S_eCti‘?_[]nctions{(flyn(),fzyn(~)}n, such that the average decoding
Il we describe the model. The main results are described dhor probabilitiese, .., 2, go to zero as the block length

Section Ill. Using our results, we derive in Section IV a pati

' goes to infinity.
of generalized degrees of freedom.

The capacity regiorR of the interference channel is the
Il. MODEL closure of the set of achievable rate pairs.

In this section we describe the model to be used in the I1l. M AIN RESULTS
rest of this work. We consider a two-user GIFC. In this model
there are two transmitter-receiver pairs, where eachnmnites
wants to communicate with its corresponding receiver (
Figure 1). This channel is represented by the equations:

In order to derive an inner bound for the GIFC capacity
Criegion we will use a simple communication scheme that is a
Special case of the general type of schemes introduced by Han
and Kobayashi in [2]. Let us first describe the HK setup that
y1 = h1171 + h21%2 + 21, Y2 = h1owy + hoowa + 22, is usually employed for the GIFC. For a given block length
n useri chooses a private message from codebGpk and
a common message from codeboGK,. These codebooks
satisfy the power constrainty,; andP,,; with P,;+P,; = P;.
The sizes of these codebooks are such|tiaf|-|C}", | = 2.

where fori = 1,2, x; € C is subject to a power constraift,
i.e., E[|z;|*] < P;, and the noise process&s ~ CN (0, Ny)
are i.i.d. over time.

Z4 After selecting the corresponding codewords ustansmits
X4 his é_, Y1 the signalx; = ¢}’ 4+ ¢}’ by adding the private and common
? codewords. The private codewords must be decoded by the
T, M2 Rx{ own receiver, while the common codewords must be decoded
hy; 2 by both receivers. _
by N\ T_he HK scheme_allqws to generate the cod_ebooks using
X2 5—0 v2 arbitrary input distributions, and allows to do time shgrin
Y between multiple strategies. A characterization of the HK
Tx; Rx, achievable region in terms of single letter expressionsvisrg

in [2, Theorem 4.1]. Recently, a simplified yet equivalent HK
achievable region was given in [6].

It is easy to see that the capacity region of the interfer- We will consider a simple scheme where the codebooks
ence channel depends only on four parameters: the sigasd generated by using i.i.d. random samples of a Gaussian

Fig. 1. Two-user Gaussian interference channel.



CN(0,0?) random variable withv?> = P,;, P,,;. In addition, Ri+Ry < log (1 +INR; + &)

we fix the choice of private and common message powers, 14 INR;
i.e. we do not time share between multiple strategies with +log (14 INRy + SNR2 > )
different private/common message power splits. We denpte b 2T TFINR;
INR,; the interference to noise ratio at receiyedue to the Proof: Defines, = hizz1 + 22, s2 = ha2122 + 21, and
private message transmitted by user.e. consider the genie-aided channel of Figure 2 where a genie
(his |2 P provides side information; to receiver 1, and, to receiver
INR,; = % 2. In this channel, for any code with block lengthwe can
0 write:

for i,j = 1,2, ¢« # j. This HK scheme is denoted by nomom noomom

HK(INR,2,INR,;), and the corresponding achievable regiof (£ + Ry—en) < I(x{:y7,87) + 1(x3;y3,8%)

is denoted byZ(INR 2, INR ;). =h(sY) — h(sy[xT) + h(yT[sT) — h(yT[xT,sT)
Lgle\lghanTNeL|s Imtz\_/eak mterferﬁnc%vhﬁl\iI;%[h>l'I\INRR2 + h(sy) — h(sy|xy) + h(yy|sy) — h(ys |x5,s5)

an » > INR;. In this case we choos®,; such thalNR,,; Zh(s") — h(z) + h(y"|s") — h(sD

is as close to 1 as possible. WhiR,,; = 1 the interference (Sl) (23) + h(yilsi) — h(s3)

created by the private message has the same power as the +h(s3) — h(z7) + h(yzlsy) — h(sT)
Gaussian noise. Note that settiigR,; = 1 is only possible =h(y7lst) + h(yzlsy) — h(z}) — h(z3)
whenINR; > 1. WhenINR; < 1 we setINR,; = INR;. The n
following theorem states that this scheme achieves ratignwi Z (y1ils1:) + h(yailsai) — h(z1:) — h(22:)] (%)
1 bit/s/Hz of capacity. =
Theorem 1. The achievable region where the Iast inequality follows by the fact that removing
conditioning cannot reduce differential entropy, and— 0
Z(min(1,INRz), min(1,INRy)) asn — oo. Using the entropy maximizing property of the

circularly symmetric complex Gaussian distribution, amd a

is within one bit of the capacity region of the GIFC withyying Jensen’s inequality to a concave and increasingtiomc
weak interference. That is, for any rate paR;, R2) in the we obtain:

interference channel capacity regidi®; — 1, R2 — 1) is in L& Ihar 2PN
2 (min(1,INRz), min(1,INRy)). | Ezh(y1i|81i) <log [We (No+|h21|2p2+m)]

In order to show that the schemHK(min(1,INR,), i=1 ¢ e
min(1, INR )) achieves a region close to capacity, we need tand
derive good outer bounds to the GIFC capacity region. The HK » |haz|2 P2 No
achievable region of [2], [6] is expressed in terms of bounds 2_ "(v2ils2i) < log {“6 (NO + [haa Py + m)]
for Ri, Rs, Ri + Ra, 2Ry + R», and Ry + 2R,. We can !
obtain an outer bound for the capacity region by computifgePlacing these inequalities in (*) we obtain the desiregenp
upper bounds foRy, Ra, Ri + Ra, 2R1 + Rs, and Ry +2R,. bound. _ u
The upper bounds foR; and R, can be obtained from the N order to derive upper bounds fai, + R, and R, +
single user capacity bounds that result from ignoring thiecef 22 we also use a genie to provide side information to the

of interference: receivers. To derive an upper bound fd¢; + R, consider the
interference channel of Figure 3 where receivbas been split
Ry < log(1+SNRy) (1) into two virtual receiversRz¢ and Rz?. The genie provides

Ry < log(l4SNRs). (2) side informationz, to receiverRz{ and side informatiors

}o receiverRxs.

ReceiversRz¢ and Rz? need to decode the message trans-
mitted by transmitter 1, and each achieves a fateReceiver
2 needs to decode the message transmitted by transmitter 2.
SNR; Using this genie-aided channel we obtain an upper bound for
log (1 +SNR 1 — ] 3 )
og (1+ 2)+ Og( 1+ INRl) 3) the 2R, + Ry capacity of the GIFC:

Upper bounds foRR; + Ry can be obtained from the Z-channe
bounds that result when a genie provides side information
(z2) to receiver 2 (1). These bounds are given by:

Ry + Ry

IN

SNR; 1+ SNR
Ri+ Ry < log(1+SNRy)+log (1 “ S
1+ Ry < log(1+ 1)+og< +1+|NR2)() 2R1 + Ry < log(1+SNR1+INR1)+log(1+INR2>

As was shown in [1] the Z-channel bounds can be arbitrarily 1 INR SNR; 6
loose in some parameter ranges, and therefore, a new sum rate +log | 1+INR; + 1+ INR; ©6)
upper bound is required. This is given in the following lemma.. . . )

Lemma 1. The sum capacity of the GIFC is upper bounde imilarly we can obtain an upper bound ff + 21,:

. 1+ SNR
by: Ry +2Ry < log(1+SNRy+ INRy) + log (ﬁ)

1

1Due to space limitations we only provide sketches of the fsrad our SNR
results. The interested reader can refer to [9] (arXivit82045) for complete + 1og 1+ INRy + o (7)
derivations. 1+ INRy



The Z-channel bound (4) needs to be changed because the
corresponding Z-channel has strong interference. The sum
capacity of the strong-interference Z-channel is known [8]

Ry + Ry <log(1 4 SNR; + INRy). ©)

The last bound that we require is an upper bound B+ Rs.
The bound (6) needs to be changed in the following way:
referring to Figure 3 the genie needs to provide additional
side informations; = hiax1 + 22 to receiverRz§. With this
change in the genie-aided channel #1@, + R, capacity can

be explicitly computed, and the upper bound is given by:

Fig. 2. Genie-aided GIFC for Fig. 3. Genie-aided GIFC for SNR;
R1 + R upper bound. A genie 2R; + R upper bound.Rz; is 2R1+ Ry < log(1+4+SNRy +INR;)+log( 1+ T INR,
provides signals; to Rz andse  split into two virtual receivers. A I+ 2
to Rzxs. genie provides signalss to Rx{ SNRo
ands; to Ras. ' +log (14 INRy + ——— ) . 9)
1+ INR;

The upper bounds required to prove Theorem 2 can be derived
Theorem 1 follows by comparingZ(min(1,INRz), in a similar way.
min(1,INR;)) to the outer bound that results from the in- Finally, when the channel is in strong interference, i.e.
tersection of the bounds (1)-(7). INR2 > SNR; and INR; > SNRs, the capacity region is
Theorem 1 is applicable only when both links are in wealknown from previous results [2], [4].
interference. If one of the links experiences weak interiee
while the other link experiences strong interference, wedne
to change the communication scheme. Consider the “mixedAt high SNR, it is well known that the capacity of a point-
interference” channel wheflR; > SNRq andINR, < SNR;,  to-point AWGN link, in bits/s/Hz, is approximately:
i.e. receiver 1 observes strong interference and receiver 2
observes weak interference. In any achievable schemeseecei Cawgn ~ log SNR. (10)

1 is able to decode the message of its own transmitter. Aftehe approximation is in the sense that 8XR > 0 dB, the
decoding this message it can subtract it from the receivggproximation error is withirt bit. Using our results, we can
signal to get a cleaner version of the interfering signat@®se gerive analogous approximations of the interference-chin
of the strong interference condition, receiver 1 observescgpacity region.

stronger version of the message transmitted by transmittel ¢t ¢(SNR;, SNR,, INRy,INR,) denote the capacity
2 than receiver 2, and can decode this message wWhen&ggfion of the interference channel with parameters
receiver 2 can do so. Therefore, the message transmittgr, SNR,,INR;,INR,. Let D be a scaled version of
by transmitter 2 is common information, decodable by botf'(SNRl,SNRQ, INR;, INR,) given by:

receivers. Therefore, for this mixed interference chanwel
chooselNR,2 = 0 in our simple HK scheme, so that user 2
sends only common information. User 1 still séiR,; as

IV. GENERALIZED DEGREES OFFREEDOM

Ry LY
log SNR; " log SNRy”

D(SNRy, SNRy, INRy, INR,) = {(

close to 1 as possible. The following theorem states that thi (R1,Ry) € C(SNRy,SNRy, INR;, |NR2)}
scheme achieves a region within 1 bit/s/Hz of capacity:
Theorem 2: The achievable region and let
) _log SNR, _ logINR, _ logINR2
% (min(1, INR2),0) “ T logSNR,” “? T TogSNR,” “® ™ Tog SNR;

is within one bit of the capacity region of the Gaussiapve define the generalized degrees of freedom region as:
interference channel whdhlR; > SNRy, INRy < SNR;. W

An equivalent theorem can be stated for the mixed interféf(@1, a2, a3) = (| lim - D(SNRy, SNRy, INRy, INRy)
ence channel whe®R, > SNR; andINR; < SNRs: a1yaz,ag fixed
Theorem 3: The achievable region With this definition, the capacity region can be approxi-
mately expressed as the set of rate Rs) such that:
(0, min(1, INR; ) y &xp pélts, Itz)
Ry = dylogSNR; , Ry = dalog SNR
is within one bit of the capacity region of the Gaussian ! 1708 b 2708 ?
interference channel whdhiR; > SNRy, INR; < SNRe. B for (dy,ds) € D.
The proof of these theorems requires to derive new boundsThe generalized degrees of freeddmd, give a sense of
We specify the bounds required to prove Theorem 3. Thew interference affects communication. In the absence of
bounds (1), (2) and (3) apply with no change to this casaterference, each user can achieve a e~ logSNR;.



Due to interference, the single user capacity is scaled by @ 4

factor d;. )
Using the bounds (1)-(7) for the interference channel with

weak interference we can compuddeexplicitly. D(aq, ag, as)

is given by the set of generalized degrees of freedom pairs

(d1,ds) that satisfy:

dy<1,dy<1
d1—|—041d2 Sal—l—max{l—ozg,()} o
dy + ondy <1+ max{o — as,0} Fig. 5. Generalized degrees of freedom region for a symmetric
dy + arde < max (a9, 1 — a3) + max (ag, a; — az) channel for0 < o < 1/2 (left) and1/2 < a < 2/3 (right).

2dy + a1ds < max(1, a2) + max (az, a1 —az) + 1 — as
dy + 2a1ds < max(a,as) + max (a2, 1 — as) + a1 — as. * *

1) -

A similar characterization ob can be made for the interfer-

ence channel with mixed interference, i.e. one link witlosty

interference and the other link with weak interference. i
In [1] we analyzed how the symmetric generalized degree§

of freedomdsy,, = Csym/ log SNR varies with the interference 1

level o = logINR/log SNR. Having derived the generalized B

degrees_of freedom regio®, we can Compute I for_ the ig. 6. Generalized degrees of freedom region for a symmetric

symmetric channel and analyze how it varies for the differephannel for2/3 < o < 1 (left) anda > 1 (right).

interference regimes. For a symmetric channel, the genedal

degrees of freedom regiodP® can be obtained from (11) by

2

wlh
a
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The generalized degrees of freedom region gives a more
complete picture of how interference affects communicatio
at the different interference levels. Figures 5 and 6 show ho
D varies for the different interference levels



