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Abstract—Networking devices today consume a non-trivial energy efficiency from these non-energy proportional desiic
amount of energy and it has been shown that this energy We propose several energy saving algorithms for efficient
consumption is largely independent of the load through the cqnigyration and management of data center networks. We

devices. With a strong need to curtail the rising operational _. .
costs of IT infrastructure, there is a tremendous opportunity simulate the effects of these algorithms on a real Web 2.0

for introducing energy awareness in the design and operation of Workload from an operational data center.

enterprise and data center networks. We focus on these netwiks We find that 16% network energy savings can be obtained
as they are under the control of a single administrative domain in \ith no performance penalty and slight decrease in system
which network-wide control can be consistently applied. In this availability. Significant additional savings up to 75% cam b

paper, we describe and analyze three approaches to saving engrg . - .
in single administrative domain networks, without significantly achieved by using traffic management and server workload

impacting the networks’ ability to provide the expected levels consolidation in the data center. We also quantify the per-
of performance and availability. We also explore the trade- formance penalties of deploying these algorithms. While our
offs between conserving energy and meeting performance and gverarching research goal is to ultimately influence thet nex
availability requirements. We conduct an extensive case study generation of router/switch hardware to make them more

of our algorithms by simulating a real Web 2.0 workload in a 1d also like to introd
real data center network topology using power characterizatios ENergy-aware, we would also lixe to introduce energy aware-

that we obtain from real network hardware. Our results indicate  N€ss in the operation of a large legacy base of equipment
that for our workload and data center scenario, 16% power currently deployed. Thus we attempt to implement our algo-
savings (with no performance penalty and small decrease in rithms with existing control knobs that are readily avaléain
availability) can be obtained merely by appropriately adjusting networking devices in operation today.

the active network elements (links). Significant additional savings Th t of thi : ized as foll W id
(up to 75%) can be obtained by incorporating network traffic € rest ot this paper IS organized as 1oflows. Vve provide an

management and server workload consolidation. overview of data center architecture and energy consumptio
of networking components in Section Il. We describe our
I. INTRODUCTION algorithms in Section 1ll. Our workload and results from our

- . . . schemes are detailed in Section IV. We describe how we can
Energy efficiency has become crucial for all industries X ; . )
: . ; . . implement our algorithms in Section V. We discuss related
including the information technology (IT) industry, as the . . X . .
. s . . work in Section VI and finally conclude in Section VII.
is a strong motivation to lower capital and recurring costs.
With the advent of the Cloud Computing model, large data Il. POWER PROFILE OFNETWORK DEVICES

centers are being built that consolidate processing amdgsto As an initial step to understanding the energy consumption

];or:t; I:;\i;gee :(;VTSfIISOfInsesr:g]ezﬁ;?gﬁ;idntzvﬂ]éh?nilt?éﬁgitp%rtterns of a variety of networking devices, we conducted
P . ' . ' a detailed power instrumentation study within our own data
on energy efficiency has been on cooling and server power

management [1]-[3] and significant advances have been mcgnter [6] in order to identify various control knobs thahca
9 9 %tuned to save networking power. The first knob is to disable

in these areas. Recent studies have shown that network] n%witch port when it is not forwarding any traffic. Next

devices account for about 15% of a data center’s total ener\% can dvnamically set the forwarding capacity of individua
consumption [4]. So far, scant attention has been paid y y g capacity

make networking in enterprise and data center networks m Orts based on its load. Since power consumed by a port is
/orking ierp : gpendent on its speed, the power savings in this case depend
energy efficient. In this paper, we focus on energy savin

algorithms for networking components in enterprise ané daif] the Iogd an.d the port's operating speed. In case of devices

center networks, that typically are under the control o ith _multlple linecards, another control knob is to turn off

administrative athhority and thus making it possible tplap the_ linecards that have no active ports. We_note that_not all
' switches support the option of turning off a linecard. Hipal

network-wide energy saving schemes. we can completely power off a switch that is not being used.
Ideally for power-efficiency, devices should consume eyerg In our previous study [6], we analyzed power measurements

proportional to their load [5]. The majority of the newVorkobtained from a variety of switches, as a function of switch

devices erloyed togay are far from being energy pro.pmt'orlconfigurations and traffic flowing through the switch. Based
and prowde avery I|m|_ted set of knobs to control their POWEH our analysis, we developed a power model to estimate the
consumption [6]. In this paper, we focus on how to aCh'eV;?ower consumed by any switcRowekyic, Our linear power

1 1 . — . . *
1we use power and energy management interchangeably in thés fdyere model is def'”ego,ﬁﬁgwegw“"h PoWeknassist NUMinecards

is a distinction between power management for heat densiguseslectricity POWefinecard+ Yi—o ~ NUMPOrtSonfigs * POWEEontigs
costs; however in this paper, we do not distinguish betwhese two issues.



Configuration Rack switch | Tier-2 switch traffic to and from each server, thus ensuring load balancing
ST 226Watts) gz Watts) amongst the rack switches. At the next level, each rack bwitc
s assis__ o Gnciuded| 39 is connected via a trunk of four 1 Gbps links each to two tier-2
inecard in  chassis switches. These tier-2 switches connect to tier-3 switctined
power) perform both L2 forwarding and L3 routing. qu topology is
POWeHowps (PEF port) | 0.12 0.4 ty_plcal of most data centers, though the exact link bandwidt
POWEKoavbps (PET port) | 0.18 0.48 mlght vary. In Table I, we list the power consumed by .each
Powetichps (per port) | 0.87 09 configuration taken from actual switch measurements in our

data center. The storage traffic goes over a separate storage

aBoth of these switches do not support the capability to posfer ~ area network (SAN) and we do not consider SAN in this
individual linecards, hence we add the power cost of lingsdo the paper.
switch’s total power consumption in our experiments.

TABLE | [1l. ENERGY SAVING SCHEMES
POWER CONSUMPTION SUMMARY FOR ENTERPRISE SWITCHES We now present three schemes for reducing the energy
consumed by networking equipment in any network with a
single administrative control domain. Besides adapting th
Powethassisis the power consumed by the switch’s chassié‘jet"‘_’ork to the load (using the knobs described in the_ p_rewiou
POWefinecard i the power of a linecard with no active portsS€ction), networks can be made more energy-efficient by
and NUMinecards is the actual number of cards plugged int&Nergy-aware Jo.b-allocatlon algorlthms._ In suc_h scherﬂ&s,
the switch. Variableconfigsin the summation represents thé®/acement algorithms take network traffic specificationthef
possible configurations for a port's linespeed (typicallgan 10D, the current network utilization, and the topology into
be 10 Mbps, 100 Mbps or 1 GbpsJowekonfigs is the power consideration before assigning various servers for a job.

consumed by a port running at linespeedumportsontigs i In the context of a data center network, we envision a
the number of ports at linespeédwherei can be 10 Mbps, centrallzgd _network power controller program running on a
100 Mbps or 1 Gbps. server within the data center. For very large networks, a

distributed power controller may be required; here we fo-
cus on a centralized controller. This program gathers ¢raffi
data from all the switches in a data center using SNMP or
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§ (o} other tools, thus computing the utilization of each port on
1. all the switches. Based on this information, the controller
e communicates with all the switches and performs actionh suc
3 Tier-3 switch/

Router 1 as turning off unused switches, disabling unused ports and
T adapting link capacity. We discuss deployment considamati
P for our algorithms in Section V.

Router2 Link State Adaptation (Strawman or LSA): Similar to
ideas described in [7]-[9], in this scheme, the power cdietro
uses information about traffic on each link and adapts ite sta
accordingly. Typically, each link can operate in four state
namely,disabled 10 Mbps, 100 Mbps and 1 Gbps. This basic
scheme merely ensures that the traffic can be accommodated

Fig. 1. Data center architecture without regard for performance and availability.
Network Traffic Consolidation (NTC): We can adopt

With a basic understanding of power consumption in a traffic engineering approach to route traffic such that it
switch, we next describe how switches are typically corggectis consolidated on fewer links (and switches), while some
in a data center network. Given the mission critical nature of the non-utilized links (and switches) can be disabled.
jobs, enterprise networks and in particular data centevorés This approach reduces energy consumption significantly by
are typically required to be always-on. Hence network topolremoving all redundancy in the network. The energy consumed
gies are designed to be over-provisioned and highly rechtndas the minimum required to support the offered network load,
Though these topologies provide fertile grounds for savirgut it comes at a great cost to reliability as there are no
energy, any such scheme has to be carefully implementedundant paths in the topology. In our topology (Figure 1),
S0 as not to compromise the availability and performance tife 1-redundancy at every level can be reduced to 0O; exactly
the system. As an example, we show the architecture of theswitch can be operational for a rack, with all the servers on
data center in our lab in Figure 1. We call this topology a X rack transmitting their traffic to the one operational stwit
redundant tree due to the extia(1) redundancy that exists atwhile the other switch can be turned off. While not practical,
each level of the tree. As shown in the picture, each sengr lvee use this case to show the trade-offs between power savings
two network interface cards that connect to different sme and availability. Clearly, there will be occasions when one
in the rack; we call them rack switches. However, at any givexan be traded for the other. In addition to this 0-redundancy
instant, only one rack switch is responsible for forwardatly (but most power efficient) approach, we explore the space
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in between where some energy efficiency can be sacrificefitheir memory. On the other hand, 64 servers use less than
for more redundancy in the overall topology; we quantify th&0% of their memory. Both network traffic and CPU usage
tradeoffs for different levels of energy efficiency and syst is light, with all four processors on all servers being at tmos
redundancy. 10% utilized at any given time. The aggregate traffic through
Server Load Consolidation (SLC): Current job-allocation all the servers varies between 2 and 12 Gbps at any given time
algorithms do not take network traffic and topology intéanstant as shown in Figure 4.
consideration and fail to optimize for network energy con-
sumption. An indirect way to consolidate network traffic @nt 1e+10 T
fewer links and allow the controller to turn off non-utilize Le+09 fmSRES0
ports (and switches) is to migrate jobs, so a fewer number
of servers are being used. We need to ensure that server
resources such as CPU and memory are adequate to handle the
assigned jobs. After performing server load consolidatioa

1e+08 |
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Bandwidth in bits/sec

can further reduce energy consumption by resorting to nétwo 100000
traffic consolidation as well (NTC scheme). 10000 [+ *
In all our schemes above, the energy savings come at the

. T s e . . 1000 . . . . . .
cost of availability and reliability. For example, if a link 0 100 200 300 400 500 600 700

of capacity 1 Gbps has 5 Mbps traffic flowing through it, ks

rate adapting this link from 1 Gbps to 10 Mbps will saveig 2. Observed traffic versus linkspeed for all links in éiginal topology.
energy, but might lead to increase in latency due to queuimgserved traffic is averaged over the entire trace duration.

delay. To mitigate this decrease in performance, we can add

a constraint to ensure that a link’s utilization never exisee

a certain threshold before adapting its rate. Thus, in alleh Link speed between rack and tier-2 switches
of the above schemes, we can incorporate Service Level (SL) ! T T Tumedoff —
awareness by adding constraints to ensure that a minimum o | e v — |
performance is achieved. We term these SL-aware LSA, SL- _ Setat1Gps
aware NTC and SL-aware SLC schemes respectively. n 06 Lg j f%&;é

For instance, a SL-aware LSA scheme that incorporates & o4l i
performance guarantees will ensure that each link’s delay
is kept under a threshold by putting an upper bound on o2y
the utilization (say, 70%) and also make sure that there is d

0 3 ¥ £
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redundancy in the system to counter failures. To addredss fau
tolerance, we can ensure that at least one other redundéint pa
exists (even if it is at the lowest bandwidth) before turningig. 3. Fraction of links between rack and tier-2 switches aedifferent
off links/switches. We can similarly apply this service dév linkspeeds as a function of time for our baseline LSA scheme
awareness to NTC and SLC schemes as well.

In the next section, we describe the details of a Web 2.0 This production data center topology is similar to the one we
trace that we collect from a real data center and simuldd€scribe and power instrument in Figure _1. To understand the
our schemes on this workload. We compare the schemes v@ffects of LSA, NTC and SLC schemes with respect to energy

workload. The 292 servers (connected as shown in Figure 1)

IV. CASE STUDY. RESULTS FROM AREAL WEB 2.0 are assigned to 13 racks — each rack containing up to 24
WORKLOAD servers and exactly 2 rack switches. The first twelve servers
In order to evaluate the energy savings and the performarnigea rack have their primary network interface connected to
impact of our schemes, we collect system and network tradée first rack switch and their secondary interface contkecte
from a production data center hosting an e-commerce appt-the second rack switch. This connection is reversed #r th
cation. The servers in the data center are organized inedtieremaining twelve servers. At the next level, each rack $witc
model as application servers, file servers and databasersernconnects to two tier-2 switches, via a 4 Gbps (four 1 Gbps
We use the System Activity Reporter (sar) toolkit availablerunked) link to each tier-2 switch. We have two tier-2 s\is
on Linux to monitor CPU, memory and network statisticin our topology; both tier-2 switches connect to all 26 rack
including the number of bytes transmitted and received froswitches. Further up the hierarchy, we have two tier-3 $weic
292 servers. Our traces contain statistics averaged ovér a that act as root switches/routers for transmitting paciketsd
minute interval and span 5 days in April 2008. Each server hast of the data center. Each tier-2 switch has a 10 Gbps (ten
two 1 Gbps network cards. The servers typically have quatl-Gbps trunked) connection to each tier-3 switch. Both the
core processors and RAM varying from 4 to 16 GB. Of th#éer-3 switches also connect to each other via a 10 Gbps (ten
292 servers, 193 servers have 4 GB RAM, 69 servers have&sbps trunked) link.
8GB RAM and 30 servers have 16GB RAM. Our workload Each rack switch has 48 ports of 1 Gbps capacity each.
is memory-intensive, with 130 servers using 90% or greatBach tier-2 switch has a 6-slot chassis, each of which can be



fitted with linecards having 24 ports of 1 Gbps linespeed each
In our simulations, we use all 6 linecards for a total of 144 6000

ports. For the connection between a tier-2 switch and a tier- % 5000
3 switch, we use ten separate 1 Gbps ports to form a single ; 4000
10 Gbps link (as all the ports on tier-2 switch have only 1 8 3000
Gbps capacities). Based on this architecture, each radkrswi 2 2000
has 32 active ports, 24 of which are connected to servers and g 1000
the remaining to the two tier-2 switches. Of the 144 ports < 0
in each tier-2 switch, 124 are active; four ports are linked t
each rack switch, and ten ports are used for connecting to eac Schemes
tier-3 switch.
We use the linear model presented in our previous work [6] H‘TJCSCheme iﬁiwm NTC Sét@w‘“ A

to estimate the power consumed by each switch depending & Sl-aware SIC
on the number of active ports and the linespeed of each

port. The acmal power (.:OnSl.JmEd (m W) by individual SWI.tCE' . 5. Comparing the average power consumed for all our schaméise
components is summarized in Table I. We note that our t'e"sf-aware version of the three schemes, each link’s utibimais below 70%
switch model in the data center does not support the capabilind an alternate path between every host pair always exists.

to power off individual linecards. Hence, for a tier-2 switc

that is powered on, we include the cost of all six linecard®i(2 Comparing traffic prediction to Oracle approach

W) while computing the switch’s power consumption. In all T Guetesimated ks © 2

our experiments, the energy savings come from rate adapting B o, TG PR

a port, disabling a port, as well as completely turning off a £ %o {14 g

switch. g 5 AR
From our traces, we find that approximately 70% of the 5 .0 ) - f‘ﬁ los 2

traffic is internal to the data center, while the remaining g | L _',;éﬁg._ {os &

30% is external to the data center. Thus, for simulating g 2 ﬁ!{ N ﬁ_'& 704

communication patterns for our energy saving schemes, for : o B i g y

each server, we choose 70% of the outgoing traffic on each 0 100 200 30 40 500 600 700 80

interface to be randomly distributed to other servers withi Time (unit= 10 min)

the data center and the remaining 30% of the traffic is sent to Fig. 6. Link speed settings for NTC scheme using predictefficra

one of the tier-3 switches to be sent outside the data center.

In Figure 2, we plot both the actual capacity as well as the

average traffic through each link in our data center, to dfyantdo not apply our schemes to these switches. In the baseline

the high degree of over-provisioning that currently exists case, when no power saving scheme is applied, the power
consumption just for the switched network is 5402 Watts and

Power consumption of LSA and SL-aware LSA Schemes it remains constant over the entire trace duration.

4500 I heme + & We note that in order to implement the various schemes in

ass0 | " Aoaregate Trafe ] realtime, a system controller will require timely and petfe
information about the traffic load. In this section, we assum

the existence of a@raclewhich has perfect information about

the upcoming traffic and is queried by the controller before

adjusting the switch and port configurations. Our goal is to

1 10000
4540 b

; 1 8000
4530 |- 1

: 1 6000
4520 | it ]

Switch power consumption in Watts
Traffic in Mbits/sec

4510 L 1 4000 estimate the energy savings for the different schemes and
1500 AN s | L0 understand their availability and performance tradedffe
0 100 200 300 400 500 600 700 800 discuss traffic prediction strategies to replace @mcle in
Time (1 unit = 10 mins) SeCtiOI’l V

Fig. 4. Power consumption for baseline LSA scheme vs SL-awaa L YWe summarize the power consumed for each of our schemes
scheme. In the SL-aware LSA scheme, utilization thresholaipfiak is 70%, in Figure 5. When we apply the LSA scheme, we find that,
whi[e an alternate path always exists for any pair _of s_erv"éhia aggregate g gn average, we save 16% power as compared to the case
traffic through all 292 servers over the 5 day period is ptbtgainst the . . . . .
secondary y-axis. when no scheme is applied. Next, instead of performing link
rate adaptation to the lowest value permitted by the traffic,
Based on this communication pattern, we compute the toY%'f" monitor the utilization of each link to ensure that it is
’ always less than 70% utilizedIn case the utilization is above

number of active ports and the corresponding port utilirati 20%. the link o 1o th ¢ high vl
on each rack and tier-2 switch in the data center. Next, W(Q 0, the link capacity Is set to the next higher capacitylleve

compute the total power consumed by all the rack and tier-,

. . . 70% is a rule-of-thumb value used by network administratorsetep the
2 switches over the trace duration. We ignore the POWRI delay at acceptable levels. We experimented with otiues as well

consumption of the tier-3 switches in our calculation as wad obtained differing amount of power savings.



supported by the switch port. Also, unused links, instead of | Scheme Average | Latency | Independent paths
' ’ power Impact? | (intra-rack, intra-
being completely turned off, are set at 10 Mbps to increase th (W) data center, outside
availability of the system. As seen in Figure 5, the SL-aware data center)
LSA scheme takes slightly more power, while the availapilit No change 5402 no 2,48
and performance increase significantly (Table I1). LSA 4506 yes traffic dependent
. . . SL-aware LSA 4518 no 2,4,8
Anglyzmg the I|nks.that have bgen adapted, we find 'that a Nt 2756 yes 111
majority (90%) of the links connecting servers to rack shés SL-aware NTC | 4517 no 2438
see light traffic and can be set at 10 or 100 Mbps for the | SLC 1357 yes 111
entire duration of 5 days. Under 5% of the server to rack | SL-aware SLC | 4512 no 2,48
switch links see heavy trafficx(100 Mbps) and need to be TABLE |I

maintained at the 1 Gbps rate. Next, we analyze the links COMPARING AVAILABILITY AND POWER CONSUMED FOR VARIOUS
between rack switches and tier-2 switches. In Figure 3, we pl SCHEMES

the distribution of all links between rack and tier-2 swésh
that are rate adapted using our LSA scheme. As expected, I&
than 2% of the links that connect rack and tier-2 switches g

be completely turned off; the majority of these links are S&litches providing the redundant paths need to be turned on.

at 100 Mbps. The increase in the energy in these cases can be controlled

We simulate the effects of Network Traffic Consolidationyy, sing lower power (though lower throughput) switches for
(NTC) scheme and find the energy consumption to be Sigackup paths.

nificantly lower than with LSA scheme, though there is no
redundancy with this option. The SL-aware NTC scheme, V. DEPLOYMENT CONSIDERATIONS
while consuming almost double the power of the baseline NTC |, he previous section, we assume the existence of an

scheme, oﬁer.s a much higher performance and availabilityyracle that has perfect information about arriving traffic and
Next, we simulate the effects of the SLC scheme. Servexplore the possible energy savings by resorting to togolog

load consolidation comes with its own limitations with recontrol and workload placement. While not practical, such

spect to CPU, available memory, etc. During the entire trag@ analysis helps us quantify the energy we can hope to

duration, memory is the only limitation; other resourcestsu save under ideal circumstances. We now discuss how we can
as CPU and network bandwidth are never the bottleneck. F[ﬁ-fp|oy our schemes in a real data center (or other single

servers that currently have either 4 or 8 GB RAM, we considgtiministration domain networks such as an enterprise).
the hypothetical case of their RAM being increased to 16 GB Tracking traffic workload dynamics: The various power
and thus load from 2 (or 3) servers maybe assigned to j4gfving schemes suggested in this paper require a network
one server. Using this server load consolidation combiniéitl Wpower controller that uses information about traffic on vasi
network traffic consolidation scheme yields the most bemefiinks to compute the energy-efficient topology. Link utittion
in terms of energy savings. The network energy consumedsitistics can be collected from individual switches using
this case is, on an average, 25% of the energy consumedgNMP. The topology control actions need to closely follow
the baseline case. We plot the results from these schemeshi# changes in traffic conditions for greater power-efficjen
Figure 5. In this paper, we ignore the energy saved by puttipgthout sacrificing performance. A simple watermarkingdzhs
unused servers to sleep; if we include the potential savinggproach for adapting link capacities is one realtime deplo
from putting unused servers to sleep in the SLC scheme, #i@nt option. For instance, if a link’s utilization crossé t
overall data center energy savings increase by an evenrbiggigh watermark of, say 70%, the link's linespeed can be
margin. adapted to the next level. This approach is similar to the
As described earlier, the energy savings are achievedsatvice level awareness that we discuss in the previou®sect
the cost of system reliability and performance. We tise Another approach is to predict the traffic generated by var-
total number of independent paths between various servésss servers and the incoming traffic. Researchers have been
as a metric for evaluating the impact of various schemes moking at traffic prediction for a while and have developed
the reliability of the system. Our data center topology hasr@any sophisticated prediction techniques. While predictio
independent paths between any two servers residing on gthemes are dependent on the nature of the traffic, for traffic
same rack. Similarly, there are 4 independent paths betwesith strong diurnal patterns such as ours, simple predictio
the servers on different racks and each server has 8 indepmdels can be sufficient. We experiment with an AR(1) model
dent paths to reach the root switches in order to connectttpredict traffic to and from each of the 292 servers. Traffic
systems outside the data center. In terms of performanee, ttaces from the first day are used to train the model; we then
latency experienced by packets can be impacted if the linke the resulting model to predict traffic for the entire érdo-
utilization is high. Table Il shows the tradeoffs betweeergy ration. Using this predicted traffic as input, we simulateoél
consumption, reliability and performance. It is clear thagh our schemes to perform the required topology adaptation and
availability and low energy consumption are conflicting lgoaworkload consolidation. We compare the results to that ef th
- schemes with low energy consumption impact performan@racleapproach. Unlike the ide&@racledriven simulations in
and high availability schemes consume more energy. There ithe previous section, the prediction driven approach cah bo

Rificant increase in the energy consumed by the SL-aware
rsions of NTC and SLC schemes due to the fact that the



over-estimate and under-estimate the linespeed settfreggeh center and enterprise networks) constitute an importarit pa
link. Over-estimating a link’s capacity implies we have get of the IT infrastructure and consume significant amounts of
link’s linespeed at a higher level, when a lower rate wouldehaenergy. Relatively little attention has been paid to imprgv
sufficed, leading to a higher energy cost. Under-estimatirthe energy efficiency of networks thus far. Towards this end,
on the other hand implies incoming traffic might be mor this paper, we make several contributions - (1) We propose
than the link's linespeed and sometimes might lead to paclkétjorithms for network power savings, based on the findings
loss. In Figure 6, we show the percentage of links who$e®m our measurement study (2) We perform a case study of
capacities were over-estimated and under-estimated, wienapplying these algorithms on a real data center topology and
simulate the NTC scheme on the predicted traffic. The averageeal Web 2.0 workload using power profiles of real switches
overestimation and underestimation of link capacities wasd (3) We quantify the tradeoffs of our algorithms with
1.9% and 0.7% respectively for the NTC scheme for the entirespect to performance and reliability. Of our three scheme
trace duration. The power consumed by the prediction drivéime Server Load Consolidation (SLC) scheme performs the
approach is close to that of ti@racledriven approach without best with close to 75% energy savings. A more intelligent
incurring significant packet loss. The average loss acrbss taaffic routing using our Network Traffic Consolidation (NJTC
links in the NTC scheme is shown in Figure 6 on the secondasgheme also yields significant network energy savings. ¥ al
y-axis. When simulating the effects of the SL-aware NT@corporate service level awareness in our algorithms hodr's
scheme, our prediction model compares favorably with th®w network performance and redundancy can be traded off
Oracle approach in terms of energy saved and does not indor energy savings. The tradeoffs provide an interestingbkn
any packet loss. We experiment with other schemes as wielt network operators to price the SLAs they offer to their
for comparable results. customers. Customers who need more 9s of reliability can be
Mitigating transition performance impact: Our experi- charged more and vice versa. Our future work entails bugldin
ments show that the transition time for adapting linkspeedsnetwork power manager based on our findings and deploying
is between 1-3 seconds. Such a large transition time dan a production network.
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Energy efficiency has become a high priority objective in
most IT operational environments. Networks (includingadat



