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We examine the queuing dynamics at nodes in an ad hoc mobile network and evaluate
network performance under different packet scheduling algorithms using Dynamic Source
Routing (DSR) and Greedy Perimeter Stateless Routing (GPSR) as the underlying routing
protocols. Typically, packet schedulers in ad hoc networks give priority to control packets
over data packets and serve data packets in FIFO order. We find that setting priorities
among data packets can decrease end-to-end packet delay significantly. In particular, we
find that among the algorithms we studied, those that give priority to data packets with short
distance metrics show the smallest delay and the highest throughput, without increasing
routing overhead. In addition, we show that with both DSR and GPSR, giving priority to
control packets over data packets affects the performance significantly when mobility is
high. With DSR, giving priority to control packets reduces the average delay. In contrast,
with GPSR, this scheduler increases the average delay.

I. Introduction

In mobile ad hoc networks, the mobility of nodes and
the error-prone nature of the wireless medium pose
many challenges, including frequent route changes
and packet losses. Such problems increase packet de-
lays and decrease throughput. As traffic load in the
network increases, the performance degradation gets
worse. Research in this area has focused primarily on
routing protocols – how to route packets hop by hop as
efficiently as possible [1, 2, 3, 4, 5, 6, 7] and medium
access control (MAC) – how to share the medium ef-
ficiently [8, 9, 10, 11]. However, there is little under-
standing of the queuing dynamics in the nodes of these
networks and there is no thorough investigation of the
effects of different packet scheduling algorithms in the
queues of the nodes. In this paper, we analyze dif-
ferent packet scheduling algorithms to find those that
most improve performance in congested networks.

Ad hoc networks have several features, including
possible frequent transmissions of control packets due
to mobility, the multi-hop forwarding of packets, and
the multiple roles of nodes as routers, sources, and
sinks of data, that may produce unique queuing dy-
namics. We believe that the choice of scheduling al-
gorithm to determine which queued packet to process
next may have a significant effect on overall end-to-
end performance when traffic load is high. This belief
motivated us to evaluate several applicable scheduling
algorithms.

The questions we address are

� How do the queuing dynamics change under dif-
ferent degrees of mobility, traffic loads, and rout-
ing protocols?

� What are the effects on performance of giving
high priority to control traffic? Are the effects
dependent on the routing protocols used?

� What are the effects on performance of setting
priorities in data traffic? What scheduling algo-
rithms improve performance?

To answer these questions, we first analyze queue-
ing in the nodes of an ad hoc network. Next, we eval-
uate the effects of different scheduling algorithms on
delay and throughput.

We perform this study with two very different rout-
ing protocols: the Dynamic Source Routing (DSR)
protocol [1] and the Greedy Perimeter Stateless Rout-
ing (GPSR) protocol [7]. DSR is an on-demand, non-
geographic routing protocol and GPSR is a proactive,
geographic routing protocol. We use ns-2 [12] with
wireless extensions [3] as the simulation tool.

We first observe that the benefit of giving priority to
control packets over data packets depends on whether
the routing protocol used is DSR or GPSR. With DSR,
a priority scheduler (which gives priority to control
packets over data packets and serves data packets in
FIFO order) reduces the average delay compared to
a no-priority (straight FIFO) scheduler. In contrast,
with GPSR, the priority scheduler increases the aver-
age delay compared to the no-priority scheduler. With
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both DSR and GPSR, there is little difference in aver-
age throughput from giving priority to control packets.

Our most important result is that the scheduling al-
gorithms that give higher weight to data packets with
smaller numbers of hops or shorter geographic dis-
tances to their destinations reduce the average de-
lay significantly and improve the average throughput.
With DSR, servicing more data packets with fewer re-
maining hops reduces the average delay by up to 32%
compared to the priority scheduling. With GPSR, ser-
vicing more data packets with shorter geographic dis-
tance reduces the average delay by up to 32%. The
use of our scheduling algorithms affects the routing
overhead very little.

The rest of this paper is organized as follows. Sec-
tion 2 describes the salient features of the DSR and
GPSR protocols. Section 3 details the scheduling al-
gorithms studied. Section 4 describes the methodol-
ogy and the performance metrics used. In Section 5,
we explain the queuing dynamics observed. We de-
scribe the simulation results of giving priority to con-
trol packets in Section 6. We present the simulation
results of different scheduling algorithms in Section
7. Section 8 describes related work in this field. In
Section 9, we present interesting future research ques-
tions. Finally, Section 10 details our conclusions.

II. Routing Protocol Description

In this section, we provide the essential details of
the DSR and GPSR protocols. We choose these two
protocols to experiment with diverse aspects of rout-
ing protocols: on-demand, proactive, non-geographic,
and geographic routing features.

II.A. DSR

DSR is an on-demand, source routing protocol. Trans-
mitting nodes discover the route to their destination
nodes on demand. This route is included in the data
packets as the route header.

The DSR protocol consists of two phases - Route
Discovery and Route Maintenance. When a source
node A wants to send a packet to a destination node
B, it first checks if it already has a route to B stored
in its cache. If the route is not stored, a Route Re-
quest (RREQ) packet is broadcast with the address of
node A in the route record. An intermediate receiv-
ing node checks if its route cache has a route to the
destination node. In that case, it appends the route in
the route record and sends back a Route Reply (RREP)
packet by using the reverse route (assuming symmetri-
cal links). If the intermediate receiving node does not

know the route, it appends its own address to the route
record and broadcasts another RREQ packet. Using
the route cache helps conserve network resources by
limiting the number of route discovery packets. It
is possible that a node receives route request packets
for the same source-destination pair but with different
route headers that represent different routes. In this
case, the node chooses the route with the lowest cost,
usually the shortest path.

When a destination node receives the RREQ
packet, it then appends its address to the route record
and sends back an RREP packet. If the links are sym-
metric, it constructs the route to the source by revers-
ing the route in the received route record. If asymmet-
ric, the destination initiates a route discovery to the
source and receives the RREP packet upon its success-
ful completion. When the source begins transmitting
data packets that are addressed to the destination node
through the discovered route, any intermediate receiv-
ing node caches the route to the destination node, if
the node has not cached already. The details of other
optimizations can be found in [13].

In the Route Maintenance phase, if a transmitting
node encounters a fatal error or does not receive ac-
knowledgments of the transmitted packets from the
downstream node, it generates a Route Error (RERR)
packet. It also removes the route(s) that use this failed
link from its cache. Furthermore, nodes between this
node and the source remove the route(s) with the re-
ported failed link from their caches upon receipt of the
RERR packet. When the RERR packet makes its way
to the source, a new route discovery process may be
initiated.

II.B. GPSR

GPSR is a proactive, geographic routing protocol. In
a geographic routing protocol like GPSR, each node
can determine its location using a mechanism such as
the Global Positioning System (GPS). In GPSR, every
packet carries its destination position. A forwarding
node determines the next hop of a packet based on
the neighbors’ positions. It chooses the neighbor node
geographically closest to the destination of the packet
as the next hop. This forwarding procedure continues
until the packet reaches its destination.

Each node periodically broadcasts its position. By
monitoring the beacons, a node maintains a forward-
ing table of the neighbors’ positions. To avoid syn-
chronization of beacons, a node jitters each beacon’s
transmission. In addition, to minimize the cost of
sending beacons, a node piggybacks its position to
data packets it forwards.
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Figure 1: A mobile node. The scheduler is positioned
between the routing agent and the MAC layer.

A packet can arrive at a node that does not have a
closer neighbor than itself to the destination and is not
a neighbor to the destination. When it encounters such
a hole, GPSR switches from the geographic forward-
ing mode to the perimeter forwarding mode. Perime-
ter forwarding uses a planar graph to route around
the hole. When the position of a forwarding node is
closer than that of the node that meets the hole, GPSR
switches back to the geographic forwarding mode.

III. Scheduling Algorithms Studied

Scheduling algorithms determine which packet is
served next among the packets in the queue(s). The
scheduler is positioned between the routing agent and
above the MAC layer (Figure 1). All nodes use the
same scheduling algorithm. We consider the conven-
tional scheduling (priority scheduling) typically used
in mobile ad hoc networks [3, 4] and also propose
other applicable scheduling policies to study. All
scheduling algorithms studied are non-preemptive.

As a buffer management algorithm, the drop tail
policy is used with no-priority scheduling. The drop
tail policy drops incoming packets when the buffer is
full. For the scheduling algorithms that give high pri-
ority to control packets, we use different drop policies
for data packets and control packets when the buffer
is full. When the incoming packet is a data packet, the
data packet is dropped. When the incoming packet is a
control packet, we drop the last enqueued data packet,
if any exists in the buffer, to make room for the control
packet. If all queued packets are control packets, we
drop the incoming control packet.

We explain the scheduling algorithms we analyze
below.

III.A. Scheduling Algorithms for Analy-
sis of Giving High Priority to Con-
trol Traffic

In on-demand routing protocols such as DSR, under
frequent topology changes, delivering control pack-
ets (routing packets) quickly can be more important
than in proactive routing protocols for propagating
route discoveries or route changes quickly. To study
the effect of timely delivery of control packets in on-
demand and proactive routing protocols, we compare
a scheduling algorithm that does not distinguish con-
trol packets from data packets (Section III.A.1) with
a scheduling algorithm that gives high priority to con-
trol packets (Section III.A.2).

III.A.1. No-priority Scheduling

No-priority scheduling services both control and data
packets in FIFO order. We include this scheduling al-
gorithm to contrast with the effect of giving high pri-
ority to control packets.

III.A.2. Priority Scheduling

Priority scheduling gives high priority to control pack-
ets. It maintains control packets and data packets in
separate queues in FIFO order. Currently, this scheme
is used in most comparison studies about mobile ad
hoc networks [3, 4].

III.B. Scheduling Algorithms for Anal-
ysis of Setting Priorities in Data
Traffic

After examining the effects of giving priority to con-
trol traffic, we look at the effects of setting priorities in
data traffic. We devise different scheduling algorithms
by using distance metrics, considering fairness, and
applying the multiple roles of nodes as both routers
and data sources. All the scheduling algorithms we
explain below give higher priority to control packets
than to data packets. Their differences are in assigning
weight or priority among data queues (Figure 2).

A class of scheduling algorithms (Sections III.B.1
and III.B.2) uses distance metrics to setting priorities
in data traffic. It is well understood that in a single
node if the task sizes are known, shortest-remaining-
processing-time (SRPT) scheduling is the policy that
minimizes mean response time [14]. We apply this
concept to an ad hoc network with multiple nodes.
Although remaining processing time is not known in
many cases, in a network we can assume that the re-
maining processing time of a packet is likely to be pro-
portional to the “distance” (remaining hops or phys-
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Figure 2: Packet scheduler. The control queue has
higher priority than data queues. Among data queues,
we experiment with various scheduling algorithms.

ical distance) from a forwarding node to a destina-
tion. We study weighted-hop scheduling with DSR
and weighted-distance scheduling with GPSR.

Besides the scheduling algorithms using distance
metrics, we study round robin scheduling (Section
III.B.1) and greedy scheduling (Section III.B.2) to see
how fairness or greediness of a node’s packet forward-
ing affect the performance.

III.B.1. Weighted-hop Scheduling

Weighted-hop scheduling gives higher weight to data
packets that have fewer remaining hops to traverse.
The fewer hops a packet needs to traverse, the more
potential it has to reach its destination quickly and
the less queuing it incurs in the network. In Figure 2,
the data packet scheduler serves packets in weighted
round robin fashion. We use a weighted round robin
scheduler instead of a static priority scheduler since
the weighted scheduler guarantees all service classes
at least the configured amount of service chances, thus
avoiding starvation. If we consider packet length vari-
ations to allocate the correct proportion of bandwidth,
we can use weighted fair queuing [15] or deficit round
robin [16]. The data queue of the class Ci maintains
data packets whose number of remaining hops to tra-
verse is i. When the number of remaining hops of
a data packet is greater than n (the number of data
queues), the data packet is classified as Cn. For exam-
ple, if the remaining number of hops of a data packet
is 2, it belongs to C2. The data queue of the class Ci
receives weight Wi (� � � � �).

In the DSR protocol, each data packet header car-
ries a complete list of nodes through which the packet
should travel. In DSR, we thus obtain the remain-
ing hops to traverse from the packet headers. How-
ever, in other routing protocols, including Ad Hoc
On-demand Distance Vector Routing (AODV) [2], we

would obtain this information from the routing table,
which stores the remaining hops to destinations.

III.B.2. Weighted-distance Scheduling

We also consider a scheduling algorithm that uses
physical distance with GPSR. Using physical distance
may be a unique feature of ad hoc wireless networks.
In the GPSR protocol, each data packet carries a des-
tination’s position. Nodes that are close in physical
distance are likely to be close in the network topol-
ogy (i.e., a small number of hops from each other).
As the remaining physical distance to a destination
decreases, the remaining hops to a destination in the
network topology are likely to decrease.

The weighted-distance scheduler is also a weighted
round robin scheduler. It gives higher weight to data
packets that have shorter remaining geographic dis-
tances to the destinations. The remaining distance
(RemainingDistance) is defined as the distance be-
tween a chosen next hop node and a destination. Each
class Ci (� � � � �) is determined by the virtual hop:

VirtualHop � �
RemainingDistance

QuantizationDistance
�� �

where QuantizationDistance is a distance for mapping
the physical distance into the class. For simplicity
we choose this uniform quantization method. Better
quantization methods might be used for further im-
provement. When the VirtualHop of a data packet
is greater than n (number of data queues), the data
packet is classified as Cn. For example, if n = 8, Quan-
tizationDistance is 250m, and RemainingDistance is
350m, the VirtualHop = 3 and the packet belongs to
C3. The data queue of the class Ci receives weight Wi
(� � � � �). The higher weight is assigned to the
lower class.

III.B.3. Round Robin Scheduling

Round robin scheduling maintains per-flow queues.
We identify each flow by a source and destination (IP
address, port number) pair. In Figure 2, each Ci is
equal to a flow. In round robin scheduling, each flow
queue is allowed to send one packet at a time in round
robin fashion. We evaluate round robin scheduling to
see the effect on performance of having an equal ser-
vice chance among flows.

III.B.4. Greedy Scheduling

In the greedy scheduling scheme, each node sends its
own data packets (packets it has generated) before for-
warding those of other nodes. The other nodes’ data
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packets are serviced in FIFO order. In Figure 2, there
are two classes (n = 2). The queue of C1 keeps its
own data packets and the queue of C2 keeps the other
nodes’ data packets. C1 has strict priority over C2.
We assess whether such greediness adversely affects
network performance. Although it is uncommon in
wired networks for a node to act as a source and a
router concurrently, it is commonplace in mobile ad
hoc networks.

III.B.5. Other Scheduling Algorithms We
Considered

In addition to these four scheduling policies, we stud-
ied scheduling algorithms favoring data packets with
long distance metrics. We expected that such schedul-
ing might improve average throughput by quickly
delivering packets with greater remaining hops or
greater remaining distance. However, when we gave
high priority to data packets with long distance met-
rics, the average throughput and delay were degraded.
Compared to packets with fewer remaining hops or
shorter remaining distance, packets with greater re-
maining hops or greater remaining distance are more
likely to experience route changes, resulting in many
retransmissions in the MAC layer. Therefore, data
packets with long distance metrics require longer ser-
vice time overall. We do not consider these algorithms
further.

IV. Methodology

In this section we describe our simulation environ-
ment and performance metrics.

IV.A. Simulation Environment

For our simulations we used ns-2 [12], a packet-level
discrete event simulator. Ns-2 includes the simulation
model for mobile ad hoc networks developed by the
CMU Monarch project. The model includes a physi-
cal layer, an 802.11 MAC layer, and a data link layer
[3]. The wireless channel capacity is 2Mb/sec. As
mentioned earlier, we performed our study with DSR
and GPSR as the routing protocols.

The default overall buffer size of the scheduler of
each node is 64 packets. The buffer is shared by mul-
tiple queues when the scheduler maintains multiple
queues.

The DSR protocol implementation in ns-2 also
maintains a send buffer of 64 packets used during
route discovery. The maximum waiting time in the
send buffer during route discovery is 30 seconds. If a

packet remains in the send buffer for over 30 seconds,
the packet is dropped.

In GPSR protocol simulations, we set a beacon in-
terval to one second. The beacons are sent proac-
tively in the GPSR protocol. We assume that each
node knows the current location of the destination be-
cause the original GPSR simulation code does not
include a location database for locating destination.
Each source annotates its packets with the current po-
sition of the destination. Hence, our GPSR simulation
results might be better than the GPSR simulation re-
sults with a location service.

We use 50 mobile nodes in a rectangular grid of
dimensions 1500m x 300m. We ran each simulation
for 900 seconds. We use the random waypoint model
because it is the most widely used mobility model in
previous studies [3]. In this model, a node decides to
move to a random location within the grid. When it
reaches that location, it pauses for a fixed amount of
time, possibly zero seconds, and then it moves to an-
other random location. The maximum allowed speed
for a node is 20 meters per second.

We use a constant bit rate (CBR) source as the
data source for each node. Each source node trans-
mit packets at a certain rate, with a packet size of 512
bytes. We choose source and destination nodes ran-
domly among all nodes. The communication patterns
are peer-to-peer, and connections were initiated at ran-
dom times between 0 and 180 seconds.

We vary the traffic load and the degree of mobil-
ity in the simulations. We vary traffic load by chang-
ing the number of sources or the packet sending rate.
We control the degree of mobility through the pause
time. We use pause times of 0, 30, 60, 120, 300, 600,
and 900 seconds. A pause time of 0 seconds implies
constant movement, whereas 900 seconds implies no
movement at all since our simulations run for 900 sec-
onds. A movement scenario arranges the movement
and the position of the nodes according to the random
waypoint model. Because the simulation results de-
pend on the movement scenarios, we averaged simu-
lation results over four different movement scenarios
for each data point.

IV.B. Performance Metrics

We use the following performance metrics to evaluate
the effect of each scheduling algorithm:

Average delay: This is the average overall delay for
a packet to travel from a source node to a destina-
tion node. This includes the route discovery time, the
queuing delay at a node, the retransmission delay at
the MAC layer, and the propagation and transfer time
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Table 1: Average Queue Length Across All The
Nodes (DSR)

Number Pause Average Queue Length
of Time(s) (packets)

Sources Min Median Max
10 0 0.52 0.55 0.65

900 0.50 0.50 4.21
20 0 0.56 0.97 6.35

900 0.50 0.51 0.58
30 0 1.42 9.00 18.23

900 0.50 0.69 52.61
40 0 1.90 14.00 34.26

900 0.51 0.94 58.39

in the wireless channel.
Average througput: This is the average number of

data packets received by the destination node per sec-
ond.

We also measured routing overhead, defined as
the average ratio of routing-related transmissions to
data transmissions. The transmission in each hop
is counted when a node sends or forwards a packet.
ARP packet transmissions are not included in this
metric. Since the routing overhead is not affected
considerably the choice of scheduling algorithms (the
maximum difference of the routing overhead among
scheduling algorithms is less than 0.05), we do not
present it here. Some of results can be found in [17].

V. Queuing Dynamics

Before evaluating scheduling algorithms, we analyze
the queuing dynamics of the nodes in the network.
Analyzing the queuing dynamics under different traf-
fic load and mobility conditions helps us understand
when and why different scheduling algorithms af-
fect network performance. We use the conventional
scheduling algorithm (Section III.A.2) for the exper-
iments in this section. We first examine the average
queue lengths for all nodes to find the queue distri-
bution throughout the network, and then we examine
how queue length changes in a congested node.

Table 1 shows the minimum, median and maximum
of average queue lengths across all the nodes. The
packet sending rate was 4 packets/second. Through-
out the network, there is significant queuing in the
nodes when traffic load is high. When the number of
sources is 10 or 20, the nodes have very little queuing;
however, queuing becomes more evident as the num-
ber of sources increases to 30 or 40. With high mobil-
ity queuing in the nodes occurs evenly throughout the

network; we infer this from the fact that the maximum
is much smaller and the median is bigger than with
low mobility. With low mobility, the queuing seems
to occur in a small region of the network, because the
median value is small but the maximum value is large.
We expect that using different scheduling algorithms
in such congested nodes will affect the performance.
In the paper we present only the results of DSR, be-
cause these statistics of average queue lengths were
similar for GPSR. Results for GPSR can be found in
[17].

We look at the queue traces of the most heavily
loaded nodes (i.e., nodes with the highest average
queue length) in a movement scenario to examine how
the queue lengths change and what sorts of packets
the queues contain with DSR and GPSR. In the queue
traces, the number of data packets is the number of
total packets minus the number of control packets.

The shape of the queue traces differs greatly de-
pending on mobility. When there is constant move-
ment, there is a large and frequent variance in the
queue length, from 0 to 64, the maximum queue
length (Figure 3). Due to constant movement, how-
ever the routes are not stable, and the queue length
generally remains short compared to the stationary
movement pattern. When there is no movement of
nodes, we see that most queue lengths are 64 packets
(Figure 4). This is because the routes do not change,
and the same routes get used repeatedly.

In addition, there is a big difference in the type of
packets in the queue depending on mobility. When
nodes are static, most of the packets in the queue
are data packets with both DSR and GPSR. However,
when nodes are highly mobile, the packet composi-
tion of the queue is dependent on the routing proto-
col used. With DSR, the queue is often composed of
more routing packets than data packets (Figures 3(a)
and 3(b)). Most of the routing packets are Route Re-
ply (RREP) packets. This phenomenon is due to the
aggressive use of route caches in the DSR protocol.
(If many nodes have requested routes in route caches,
RREP packets are generated from multiple nodes.) As
a result, within an interval, the reply flood fills up the
queue and few data packets are serviced. In contrast to
DSR, with GPSR, most of the packets in the queue are
data packets (Figures 3(c) and 3(d)). Since GPSR is
proactive, it does not incur the flood of routing packets
when routes change.

From the analysis of queue traces, we expect that
with high mobility giving high priority to control traf-
fic should affect the performance of DSR and GPSR
differently. In addition, using different prioritization
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(a) Total packets (b) Control packets (c) Total packets (d) Control packets

Figure 3: Queue Traces of the Most Heavily Loaded Node (40 sources, 0 seconds pause time). (a) and (b) for
DSR. (c) and (d) for GPSR.

(a) Total packets (b) Control packets (c) Total packets (d) Control packets

Figure 4: Queue Traces of the Most Heavily Loaded Node (40 sources, 900 seconds pause time). (a) and (b) for
DSR. (c) and (d) for GPSR.

schemes among data packets will lead to differences
in the performance with low mobility and even with
high mobility in case of GPSR.

VI. Effects of Giving High Priority to
Control Traffic

In this section we evaluate the effects of giving high
priority to control traffic on average delay and aver-
age throughput under various mobility and traffic load
conditions. In the graphs presented in Sections VI and
VII, we use the following abbreviations: nopri for no-
priority scheduling, pri for priority scheduling, wh for
weighted-hop scheduling, wd for weighted-distance
scheduling, rr for round robin scheduling, and greedy
for greedy scheduling. Although we simulated many
pause times, in most cases we list results only for the
extremes (0 and 900 seconds) due to space constraints.
In-between pause times show appropriate in-between
results.

VI.A. DSR

The average delays of the no-priority and priority
scheduling algorithms are slightly different when traf-
fic load is high (Figure 5(a)). This prioritization has
bigger impact on delay reduction as mobility increases

(Figure 5(b)). When the number of sources is 40 and
the nodes are highly mobile, priority scheduling de-
creases the average delay by 40% compared to no-
priority scheduling.

To understand how the average delay is reduced by
giving high priority to control traffic in detail, we look
at the cumulative distribution functions (cdf’s) of the
packet delays. When nodes move without pause, the
delay distribution shifts to the left in priority schedul-
ing compared to no-priority scheduling (Figure 6(a)).
This is because giving high priority to control packets
helps notify the source of the route discovery or route
error quickly. With low mobility the cdf’s of the two
scheduling algorithms are almost same (Figure 6(b)).
In the case of low mobility, since most of the pack-
ets in a queue are data packets, giving high priority to
control packets only improves delay slightly.

Giving high priority to control packets does not im-
prove the average throughput (Figure 9). With low
mobility, there is little effect of this prioritization,
since control packets are not sent frequently. With
high mobility, since the flood of control packets re-
duces the chance of data packets being serviced, the
average throughput does not increase.
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Figure 6: Cumulative Distribution Functions of Packet Delays (DSR, 40 sources, 4 packets/second packet sending
rate)

VI.B. GPSR

In the simulations with GPSR, no-priority scheduling
shows smaller average delay than priority scheduling
in contrast to the simulation results of DSR. When the
number of sources is 40 and nodes are highly mo-
bile, the priority scheduling algorithm increases the
average delay by 71% compared to the no-priority
scheduling algorithm (Figure 7). Since GPSR proac-
tively updates topology changes, there is little ben-
efit from giving high priority to control packets for
quickly updating route changes. Instead, as control
packets consume the chances of servicing data pack-
ets, they increase the delay of data packets. As shown
in Figure 8, with high mobility the cdf for the no-
priority scheduling is positioned to the left of the cdf
for the priority scheduling. With low mobility there
is little difference between no-priority scheduling and
priority scheduling.

There is slight difference in the average through-
put between the no-priority and priority scheduling
algorithms (Figure 10). The network topology is con-
stantly updated in the GPSR protocol so that the no-
priority scheduler can deliver data packets as success-
fully as the priority scheduler can.

VII. Effects of Setting Priorities in
Data Traffic

In this section we evaluate the effects of setting pri-
orities among data packets under various mobility or
traffic load conditions, and various packet buffer sizes.
Our goal is to find scheduling algorithms that improve
performance most compared to the conventional ones.
Since we compare the effects of different scheduling
algorithms that choose among data packets, we need
to separate out the effects of control packets. There-
fore, all the scheduling algorithms presented here con-
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Figure 8: Cumulative Distribution Functions of Packet Delays (GPSR, 40 sources, 4 packets/second packet
sending rate)

sistently give higher priority to control packets than to
data packets.

The configurations of the weighted-hop and
weighted-distance scheduling algorithms are pre-
sented in Tables 2 and 3. The scheduling algorithms
have eight classes. The QuantizationDistance of the
weighted-distance scheduling is 175 meters, which is
70% of the radio distance. We simulated a move-
ment scenario with varying weight assignments in a
limited weight value space. The weighted-hop and
weighted-distance scheduling algorithms show better
performance than the priority scheduling in 217 out
of 230 randomly selected weight assignments. We
choose one assignment for presentation that shows
good performance improvement. In these scheduling
algorithms, the weight value represents the number of
packets served in a service round.

Table 2: Weighted-hop scheduling configuration
Class Weight Remaining-hop(h)

C1 5 h = 1
C2 5 h = 2
C3 3 h = 3
C4 1 h = 4
C5 1 h = 5
C6 1 h = 6
C7 1 h = 7
C8 1 � � �

VII.A. Effects of Traffic Load and Mobil-
ity

Figures 5 and 7 show the average delay of the schedul-
ing algorithms studied with DSR and GPSR, respec-
tively. The average delay of different scheduling algo-
rithms differs significantly as the packet sending rate
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Figure 9: Average Throughput (DSR)
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Figure 10: Average Throughput (GPSR)

Table 3: Weighted-distance scheduling configuration
Class Weight Remaining-distance(d)

C1 5 d = 0
C2 5 � � � � ���

C3 3 ��� � � � 	��

C4 1 	�� � � � �
�

C5 1 �
� � � � ���

C6 1 ��� � � � ���

C7 1 ��� � � � ����

C8 1 ���� � �

increases. With a 2 packets/second sending rate, there
is little difference in average delay between the two
scheduling algorithms because there are few pack-
ets in the queue(s). However, with 4, 8, and 16
packets/second sending rates, there is significant dif-

ference. In addition, setting priorities among data
packets has a bigger impact as mobility decreases.
With low mobility, the reductions in delay with the
weighted-hop and weighted-distance scheduling algo-
rithms are most significant. When the packet send-
ing rate is 16 packets/second and mobility is low, the
weighted-hop scheduling decreases the average delay
by 32% compared to priority scheduling with DSR
(Figure 5). The reduction in delay is also big with
the weighted-distance scheduling with GPSR. It re-
duces the average delay by 32% compared to priority
scheduling (Figure 7).

With moderate mobility, the reduction in the aver-
age delay is still significant. The weighted-hop algo-
rithm with DSR reduces delay by 22% compared to
priority scheduling. The weighted-distance schedul-
ing algorithm with GPSR reduces delay by 17% com-
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pared to priority scheduling. By giving higher weight
to packets with fewer remaining hops or shorter dis-
tances, the delay of such packets decreases consider-
ably, while the delay of packets with larger remaining
hops or longer distance increases relatively little.

Interestingly, when nodes are highly mobile, the re-
duction in the delay is negligible in the simulation
results with DSR. As shown in Section 5, with high
mobility most of the packets in the queue are control
packets, so setting priorities in data traffic does not
much change the servicing order of the packets in the
queue. However, the reduction in the delay with the
weighted-distance scheduling algorithm with GPSR
is still noticeable because most of the packets in the
queue are data packets even with high mobility.

To understand how the average delay is reduced by
some of the scheduling algorithms, we look at the
cdf’s for DSR and GPSR (Figures 6 and 8). With
low mobility, the delay distributions shift to the left
in the weighted-hop scheduling algorithm compared
to the priority scheduling algorithm (Figure 6(b)). In
the middle range of the distribution, where common
cases are located, we observe the largest reduction in
delay. The trend in graphs of Figure 8(b) is similar
to that in graphs of Figure 6(b). With high mobility,
there is little difference between priority scheduling
and weighted-hop scheduling with DSR (Figure 6(a)).
In addition, the cdf of the weighted-distance schedul-
ing is similar to that of the priority scheduling. It is
interesting to note that the starting slope of the cdf for
high mobility is higher than that of the cdf for low
mobility. This is because with high mobility, packets
with shorter distance metrics are favored.

Greedy scheduling and round robin scheduling
show little difference in performance compared to pri-
ority scheduling. In the case of greedy scheduling, if
we look at the performance of individual flows, some
flows are severely penalized, although the overall per-
formance does not change. In the case of round robin
scheduling, we believe that the small difference in per-
formance may be due to the source type being CBR.
With a bursty source such as TCP, the effect of round
robin scheduling might be larger.

Figures 9 and 10 show the average throughput
for the studied scheduling algorithms with DSR and
GPSR, respectively. The weighted-hop scheduling al-
gorithm with DSR and weighted-distance scheduling
algorithm with GPSR consistently display higher av-
erage throughput compared to the other scheduling al-
gorithms, but the difference is not significant.

Table 4: Average Delay(DSR) (ms)
Pause time Buffer size pri wh
0 seconds 48 packets 1589.34 1455.16

64 packets 2236.78 2299.44
80 packets 3112.31 2967.82

900 seconds 48 packets 2269.35 1888.79
64 packets 2872.04 2324.85
80 packets 3806.46 3063.79

Table 5: Average Throughput(DSR) (packets/second)
Pause time Buffer size pri wh
0 seconds 48 packets 1.785 1.790

64 packets 1.778 1.766
80 packets 1.762 1.789

900 seconds 48 packets 2.842 2.851
64 packets 2.822 2.858
80 packets 2.806 2.862

VII.B. Effects of Buffer Size

We also examine the effects of scheduler buffer
size on performance under different scheduling al-
gorithms. We show the results of priority schedul-
ing, weighted-hop scheduling, and weighted-distance
scheduling algorithms for the two extremes of mobil-
ity (0 and 900 seconds pause times.)

Tables 4 and 5 show the average delay and the av-
erage throughput respectively with buffer sizes of 48,
64, and 80 packets when the number of sources is 40,
packet sending rate is 4 packets/sec, and the routing
protocol is DSR. In Table 4 we see that for any given
pause time, as the buffer size increases, the average
delay increases for both scheduling algorithms due to
increased queuing delay in forwarding nodes. How-
ever, this increase is less for weighted-hop scheduling,
suggesting that this scheduling algorithm is more re-
silient than priority scheduling to buffer size changes
as far as the average delay is concerned. In Table 5
we see that for both scheduling algorithms, regard-
less of the degree of mobility, the average through-
put does not change much as the buffer size varies.
For GPSR, the results with the priority and weighted-
distance scheduling algorithms show similar trends
(Tables 6 and 7).

VIII. Related Work

To the best of our knowledge, no work has been pub-
lished previously in the area of queuing dynamics
or packet scheduling algorithms in the queues of the
nodes in mobile ad hoc networks. There are studies of
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Table 6: Average Delay(GPSR) (ms)
Pause time Buffer size pri wd
0 seconds 48 packets 1803.65 1701.23

64 packets 2437.70 2210.02
80 packets 3015.11 2884.60

900 seconds 48 packets 2163.69 1882.13
64 packets 2883.42 2479.83
80 packets 3617.88 3079.14

Table 7: Average Throughput(GPSR) (pack-
ets/second)

Pause time Buffer size pri wd
0 seconds 48 packets 1.780 1.792

64 packets 1.731 1.736
80 packets 1.696 1.710

900 seconds 48 packets 2.802 2.806
64 packets 2.803 2.817
80 packets 2.800 2.812

scheduling algorithms in base stations of wireless cel-
lular networks and medium access controls in static
multi-hop wireless networks. However, they do not
consider mobility, the effects of control traffic on the
performance, the use of the distance metrics to setting
priorities in data traffic, or the effects of the greediness
of nodes in forwarding packets.

In wireless networks, much effort in scheduling re-
search has focused on fairness issues. Scheduling al-
gorithms to support fairness in the presence of link
errors have been studied in wireless cellular networks
[18, 19]. Medium access scheduling to achieve fair-
ness in static multi-hop wireless networks has also
been studied [8, 9]. These studies only consider wire-
less channel contention. Nantagopal et al. [8] fo-
cus on achieving fairness requirements with proper
MAC protocol designs. Luo, Lu, and Bharghavan
study minimum fairness of flows with maximum spa-
tial reuse with a core-based conflict-free shared mul-
ticast tree [9]. Maintaining the tree seems to be a dif-
ficult task in a highly mobile environment.

In static multi-hop wireless networks, medium ac-
cess scheduling algorithms to support bounded delay
and guaranteed throughput have also been studied. In
a study by Kanodia et al. [10], the priority value of the
head-of-line packet is piggybacked onto handshake
and data packets, and the next packet to send is de-
termined by this distributed priority information. The
authors also propose a scheme to access the medium
in a reference order [11]. In comparison, our schedul-
ing algorithms use local information or information
that can be acquired from the routing protocol; thus,

there is no stale information distributed with high mo-
bility and no additional overhead to exchange priority
or ordering information.

There is an interesting similarity between the
scheduling algorithms that favor packets with short
distance metrics in this paper and the SRPT connec-
tion scheduling algorithm in [20, 21]. In these pa-
pers, Crovella et al. show that the SRPT connec-
tion scheduling algorithm, if employed in web servers,
can improve the mean response time for serving static
pages over that in web servers employing a size-
independent (or no) connection scheduling policy.
The size of the connection is the file size requested.
The improvement in the mean response time comes at
the expense of fairness to long connections; however,
the authors show that there is only a marginal penalty
to the long connections.

IX. Future Work

There are several areas of future work we would like
to explore.

We would like to study more routing protocols and
different data sources. Studying more routing proto-
cols, including AODV, will help us to see the broader
effect of the scheduling algorithms. We use CBR
sources in this paper, but it would be interesting to
analyze how the scheduling algorithms affect perfor-
mance with bursty TCP sources.

We experiment with the random waypoint mobil-
ity model in our simulations. In this model, the traf-
fic load is evenly distributed across the network due
to randomized source movements. If we use a dif-
ferent mobility model such as grouped mobility, the
traffic load would not be distributed as evenly and the
scheduling algorithms might perform better even with
high mobility. We would like to investigate a larger
set of mobility patterns such as those included in [5],
since performance results can be very sensitive to the
mobility pattern.

With GPSR, it would be interesting to experiment
with the integration of the no-priority and weighted-
distance scheduling algorithms to see potential per-
formance improvement. One way to integrate these
is to maintain the time of the control packets (e.g.,
5th packet in the queue) when they arrive at the
queue and serve them at the expected service time
in no-priority scheduling (e.g., 5th departure from the
queue). Meanwhile, data packets are serviced with the
weighted-distance scheduling policy.
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X. Conclusion

In this paper, we analyze queuing dynamics in mobile
ad hoc networks and evaluate the effect of different
scheduling algorithms on network performance with
DSR and GPSR as the underlying routing protocols.

Queuing dynamics with different degrees of mobil-
ity and routing protocols show that the composition of
packets in the queue determines the effects of giving
priority to control packets or setting priorities among
data packets, especially for the average delay. Dur-
ing low mobility, the average delay is dominated by
network congestion due to data traffic. During high
mobility, it is dominated by route changes in the sim-
ulation results.

The effects of giving priority to control packets are
different depending on whether the routing protocol
is DSR or GPSR. With DSR, giving control packets
higher priority reduces the average delay, but it rarely
affects the average throughput. As mobility increases,
so does the reduction in packet delay. With GPSR, pri-
ority scheduling increases the average delay compared
to no-priority scheduling. Because GPSR is proac-
tive, there is little advantage in sending control pack-
ets quickly to update topological changes.

Our scheduling algorithms that give higher weight
to data packets with smaller numbers of hops or
shorter geographic distances to their destinations re-
duce average delay significantly without any addi-
tional control packet exchange. The weighted-hop
scheduling algorithm with DSR and the weighted-
distance scheduling algorithm with GPSR show con-
siderably smaller delay than the other scheduling al-
gorithms. The reduction in the average delay de-
creases as the mobility of nodes increases.

We also investigate the effects of buffer size on
performance and show that larger buffer size in-
creases the average delay. Our results indicate that
this increase is noticeably less for weighted-hop and
weighted-distance scheduling than for simple priority
scheduling. Buffer size does not affect the average
throughput, however.

From the simulation results, we find that giving
high priority to control traffic should be carefully eval-
uated for use depending on the routing protocol. We
show that on-demand routing protocols are likely to
benefit from this arrangement, but proactive routing
protocols might not. With scheduling algorithms us-
ing short distance metrics, data packets can be deliv-
ered much faster in a congested network, without ad-
ditional control packet exchange for the algorithms.
Furthermore, the implementation of these algorithms

is simple. Thus, they are easily deployable to improve
performance in resource-constrained ad hoc networks.
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