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Abstract

The LOCKSS system is a tool librarians can use to preserve
long-term access to content published on the web. It has three
main functions. It collects the content by crawling the pub-
lisher’s web sites, it distributes the content by acting as a proxy
for reader’s browsers, and it preserves the content through a co-
operative process of damage detection and repair. The system
uses the hard disk holding the copy used for access as a preser-
vation medium; the cooperative damage detection and repair
mechanism eliminates the need for off-line backups on remov-
able media. We describe the LOCKSS system as an example of
the techniques needed to use hard disks as a medium for long-
term preservation.

1. INTRODUCTION

The digital information normally considered to be a candi-
date for preservation is initially stored on hard disks. It is
needed there to provide the instant access that makes digital
information so much more useful in practice than information
on paper. With good reason, digital preservation systems typ-
ically consider this too risky a medium for long-term storage.
They create backup copies of the information on media that are
thought to be more persistent, and store them off-line where
they are thought to be less at risk.

Unfortunately, the one thing everyone agrees on in the field
of digital preservation is that there is not enough money to do
the job. Backing up computer systems is expensive, and noto-
riously hard to do correctly for the long term. Adding the costs
of creating, storing, auditing, copying and recovering off-line
media to the costs of maintaining the on-line access copy may
place the whole process of digital preservation beyond the bud-
gets of the institutions involved.

Since early 1999, Stanford University has been developing
the LOCKSS1 system for preserving access to academic jour-
nals published on the Web; the system is currently being tested
at libraries around the world. The primary goal of the LOCKSS
program is to make it affordable for many librarians to preserve
access not merely to the major scientific, technical and medical
journals, but also to those transient and less-formal but critical
journals in the humanities, by providing an e-journal preserva-
tion tool that is very cheap to operate.

1LOCKSS is a Trademark of Stanford University. It stands for “Lots Of
Copies Keep Stuff Safe.”

The LOCKSS design emulates the system by which libraries
preserve access to academic journals on paper, scattering large
numbers of relatively vulnerable copies around the world and
using peer-to-peer cooperation among libraries to make the sys-
tem as a whole much more reliable than any individual compo-
nent.

Each LOCKSS peer serves three main functions. It collects
the content by crawling the publisher’s web sites, it distributes
the content by acting as a proxy for readers’ browsers, and it
preserves the content through a cooperative process of dam-
age detection and repair. In particular, there is no need in the
LOCKSS system for a library to back up their copy of the pre-
served content. Each copy takes part in a continual, slow, au-
tonomous audit process that detects any damaged or missing
copies, and repairs them automatically from other copies. Even
if an entire disk is lost, its contents can be recovered via this
form of inter-library copying.

The LOCKSS system thus provides an example of the tech-
niques that are needed to use hard disks as a long-term preserva-
tion medium. In this paper we provide a brief overview of the
economics of digital preservation, the characteristics of hard
disks, their advantages and disadvantages for this purpose, and
describe the techniques we have developed to exploit the advan-
tages and overcome the disadvantages while keeping the system
affordable.

2. ECONOMICS OF DIGITAL PRESERVATION

A digital preservation system performs three major func-
tions, and each has costs:

• Acquiring the material to be preserved can be costly, not
just in subscription costs but also first in the costs of nego-
tiating with the publisher to get the rights to preserve it2,
and second in the technical process of ingesting the con-
tent.

• Distributing the material to readers on request can be
costly, especially if the access copy is no longer available
and the requested item must be retrieved from archival off-
line storage.

• Preserving the material can be costly, especially when
each off-line backup copy must be regularly retrieved from
archival storage, audited, and if necessary migrated to a
new storage medium or a new format.

2Unlike paper, a consequence of the DMCA [4] is that an electronic subscrip-
tion doesn’t provide a right to preserve the content
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Another way of looking at the economics of preservation
is to set a goal that the preservation costs that will accumu-
late through the entire history of preserving a year of a journal
should amount to no more than say 10% of the cost of acquiring
it. A journal costing say $1000/year and staff costing $50/hour
mean that everything done to that year of that journal through
the entire preservation process must amount to no more than
120 minutes of staff time.

Suppose there is a reader access every 5 years, an audit every
3 years, a media migration every 7 years and a format migration
every 30 years. In the first 100 years of preservation there would
be 70 of these accesses. If we assume everything but staff time
is free, these operations have to average less than 2 minutes of
staff time each if the 10% budget is to last the first 100 years.

3. THREATS TO DIGITAL PRESERVATION

Discussion of digital preservation typically focusses on the
technical challenges of ingest, collection management, access
and format migration. These are indeed formidable, but a prac-
tical digital preservation system must guard against a much
broader spectrum of threats:

• Economic threats are perhaps the most serious. No insti-
tution has an adequate budget for digital preservation, and
most institutions have no budget at all [1]. A digital preser-
vation system that is controlled and administered centrally
or lacks a robust business model can fail catastrophically
with a single budget cut.

• Human Error is a risk that increases as budget constraints
reduce the quality of both system administration and its
supervision.

• Disasters such as floods and earthquakes must be antici-
pated. Surviving them requires storing multiple replicas
of the content at geographically dispersed locations.

• Attacks on preservation systems are inevitable. In the ab-
sence of skilled system administration they are difficult to
thwart and expensive to recover from.

Unfortunately, guarding against most other foreseeable risks
raises the cost of preservation, increasing the risk of economic
failure.

4. HARD DISK AS A PRESERVATION MEDIUM

The ideal preservation medium would be write-once, last for-
ever and need no power. Hard disks have none of these charac-
teristics. They are inherently writable, they last about 5 years in
service, and they need power. They do, however, have a number
of advantages:

• They package the read/write technology together with the
information it accesses, obviating the need for the preser-
vation of obsolete tape drives, etc.

• They achieve remarkable storage density in terms of bytes
per unit volume.

• They are surprisingly robust. For example, almost no data
was lost from the disks submerged when the basement of
Stanford’s Green Library flooded [11].

• They are a mass-market technology, with a decades-
long history of rapid cost-per-byte reduction and capacity
growth [3].

The key requirements of a digital preservation system using
hard disk as the preservation medium are:

• Replication to survive the inevitable failures.
• Audit to detect the inevitable failures.
• Copying to create the replicas and repair the damage.
• Automation to reduce the per-replica cost and minimize

economic threats.
• Diversity to prevent epidemic failure.
The LOCKSS system is designed to provide each of these,

and all but diversity have been implemented in the current sys-
tem (see Section 9).

5. TECHNIQUES

The techniques used by the LOCKSS system to preserve e-
journals on hard disks include:

• Each peer preserves the same copy that it uses for access,
in the same way that libraries keep copies of academic
journals in the stacks and let readers use them. Librari-
ans running the system cooperate informally to ensure that
material of interest is held by large numbers of peers; we
expect popular material to have hundreds of replicas.

• Each peer continually audits its copy against others’ to de-
tect damaged or missing data, using a peer-to-peer process
of voting on the hash of the stored files [15].

• Each peer automatically repairs any damaged or missing
data discovered by the auditing process, including total
loss caused by catastrophic disk failure.

• Eventually, typically after 4-5 years, a peer’s disk capacity
fills up. When this happens, the institution supplies a new,
empty peer and the full one clones itself over the network
to the new one. Disk drive technology progress means that
the contents of the old peer will occupy some 3-9% of the
new peer [6]. The old peer can be left running until it fails,
increasing the number of copies and thus the system’s re-
liability, or it can be turned off.

None of these operations require significant attention from a
system administrator, contributing greatly to keeping the sys-
tem affordable. In a more conventional system, each of them
involve costly attention from a system administrator:

• The system administrator has to create several backup
copies on removable media and transfer them to suitable
storage.

• On a regular schedule, the removable media must be au-
dited; this involves removing media from storage, reading
them, and verifying that the data read back are correct. In
addition, the access copy must be verified at intervals.

• In either case, if damage is detected it must be repaired
either from the access copy or from another of the backup
copies on removable media.

• Eventually, the usable lifetime of the removable media ex-
pires or (more likely) the technology becomes obsolete.
When this happens, the entire stock of backup copies must
be retrieved from storage and migrated to a new medium
and technology.

6. IMPLEMENTATION

An individual LOCKSS peer is implemented in three func-
tional layers:
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• The platform layer provides a robust, secure Java virtual
machine. Our current implementation is as a “network
appliance” [14]: a single-function computer system that
can be installed as part of an institution’s network and left
to function with little administrative attention. It is dis-
tributed as a bootable CD image that runs a specially mod-
ified version of the free, Open Source OpenBSD operating
system on generic, low-cost PC hardware.

• The daemon is a free, Open Source Java application that
performs the three functions of the LOCKSS system:

– It collects the journal pages as they are published by
crawling the publisher’s web site.

– It distributes these pages by acting as a web proxy for
readers’ browsers, supplying the publisher’s copy if it
is available and the local copy if it is not.

– It preserves the collected data by implementing the
peer-to-peer auditing and repair mechanism outlined
above.

• Plugins are small, downloadable Java programs that adapt
these generic functions to the particular ways publishers
organize their web-sites. For example, the plugin for an e-
journal may know about publishing frequency, restrictions
on the times and ways the site may be crawled, and the
vagaries of the system that inserts advertisements into the
pages.

Four years into the LOCKSS program, the system is in pre-
production testing at over 80 libraries worldwide. About 50
publishers representing over 1000 titles are supporting the pro-
gram [13]. We expect the transition to full production use this
year.

7. GENRES OF CONTENT

The LOCKSS system was originally designed to allow li-
brarians at Universities and other institutions to preserve the
web editions of the scientific, technical and medical journals to
which they subscribe. These subscriptions are expensive, and
growing more so [1], leading librarians to fear that when they
are forced to cancel a subscription they will lose access to the
back content for which they paid. The fear that the content will
be lost to society as a whole is less pressing; librarians expect
major publishers and academic societies to survive.

However, as librarians came to understand the capabilities of
the LOCKSS system they added two genres that are at more
immediate risk of loss:

• Humanities Journals. Much of the more interesting work
in the humanities now appears only on-line in small, infor-
mal web “journals”. The finances of these web publish-
ers are typically parlous, and unless librarians take action
to preserve them, the materials are at great and immediate
risk. The LOCKSS team is testing the use of the system on
several such journals (a list is at [8]). A group of human-
ities specialists from major US Universities is choosing a
set of the highest-priority publishers of these journals with
whom to work and arrange for the preservation of their
materials.

• Government Documents. Material governments publish
on paper is distributed and preserved by a network of gov-

ernment documents libraries, such as the US Federal De-
pository Library Program (FDLP). These not merely pro-
vide access to the public, and a way of preserving the
material that curators deem important, but also a mecha-
nism that keeps Governments honest. Altering or with-
drawing material once published leaves a paper trail. Gov-
ernments are rapidly switching the bulk of their publishing
to the Web. There are no corresponding mechanisms for
preservation, and material can be changed or removed at
the whim of the publishing agency. The LOCKSS team
is working with the US Government Printing Office and
the FDLP librarians to apply the LOCKSS technology as
a way of migrating the FDLP into the electronic age [9].

In both cases, the low cost of the technology and its inher-
ently distributed and collaborative nature are attractive features.

8. RELATED WORK

• The Rosetta Project [5] is preserving information using
extremely reliable storage (a micro-engraved nickel disk
projected to last at least 2000 years) and scattering large
numbers of replicas. Information is stored in analog form
to ensure long-term readability. The project also publishes
the material on-line to provide access.

• RAID (Redundant Arrays of Inexpensive Disks) [12] is a
popular technique using small numbers of tightly coupled
local replicas to increase the reliability of disk storage. For
our purposes, RAID would increase the per-peer costs sub-
stantially (increasing the economic threat) but would not
provide protection against many real threats such as at-
tack, human error and disaster. The extra replicas would be
more effective remotely, at additional peers, where being
loosely coupled they assist in defending against a broader
range of threats.

• Peer-to-peer systems have been proposed for large-scale,
persistent storage. Some of these systems (e.g., Intermem-
ory [2]) use RAID-like cryptographic sharing techniques
to distribute n partial replicas from any m < n of which
the original can be reconstituted. The goal of the LOCKSS
system is to allow librarians to take custody of the mate-
rial to which they subscribe; the relative costs of staff time
and hardware mean that the administrative, legal, and op-
erational advantages of each library having its own com-
plete copy far outweigh the hardware costs of the addi-
tional replicas. Others (e.g., PAST [16]) distribute many
complete copies but do not allow control over where the
copies are located. This implies a level of trust hard to
achieve and maintain for the long term among indepen-
dent institutions.

• The Mellon Foundation (which funds the LOCKSS sys-
tem) is also funding JSTOR to investigate establishing a
centralized, subscription-based archive for e-journals [7].
In the context of developing a business plan for this effort
a study [17] was conducted that demonstrated the poten-
tial the transition from paper to electronic journals offers
libraries in terms of reducing the non-subscription costs of
maintaining their collection. In the absence of a widely-
adopted system for preserving e-journals, the study had to
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exclude these costs, while noting that some of the potential
cost savings in other areas could be re-directed to preserva-
tion costs. The 25-year non-subscription costs they iden-
tify for both paper and electronic formats are typically
smaller than our assumed 10% of subscription, reinforcing
our point that minimizing the costs of digital preservation
is essential for success.

9. FUTURE WORK

The immediate next step for the LOCKSS system is to tran-
sition from testing to actual production use, and ramp up its use
both in terms of numbers of copies and journals. We expect
this to happen before the middle of 2004. As deployment pro-
ceeds, we plan to gather data on the costs of running the system
in production, to validate our approach to making the system
affordable.

In the near future, we will replace the current protocol [15]
that peers use to communicate with each other with a new proto-
col [10] that has better scaling and attack-resistance properties.

The next priority is to evolve away from our vulnerable
monoculture by introducing diversity (see Section 4) into the
layers of the system (see Section 6):

• The platform layer need only provide a Java virtual ma-
chine to run the daemon. We have already demonstrated
that the daemon can run on various Unix-like operating
systems; packaging it for other operating systems should
not be an onerous task.

• The daemon needs to implement the peer-to-peer proto-
col and support the necessary plugins. An independent,
clean-room implementation of the daemon in Java would
be easy and would provide some diversity; an implementa-
tion in some other language would provide more diversity
at the much higher cost of cross-language support for a
Java enviroment in which the plugins could run.

• Providing diversity at the plugin layer is a more com-
plex problem requiring further study. A more productive
medium-term plan is to provide a highly restrictive Java
security manager (or sandbox) in which to run plugins.

In the longer term, we will investigate the possible use of
network attached storage (NAS) in the LOCKSS system. The
advent of low-cost NAS disks may allow a single low-cost PC
to manage a much larger amount of low-cost disk storage than
with existing ATA disks, and thus improve the system’s eco-
nomics further.

10. CONCLUSIONS

The LOCKSS system is demonstrating that the hard disk can
be an effective and affordable medium for long-term digital
preservation, provided that enough institutions are motivated
to pay a small premium in money and effort to preserve access
to some information cooperatively. Key to this is the very high
level of automation the system achieves, and thus the very low
level of staff costs involved. Both are made possible by preserv-
ing the access copy itself, rather than making and preserving a
separate backup copy. This in turn is made possible by a set
of techniques that overcome the disadvantages of hard disk as a
preservation medium, primarilymutual audit and repair among
a large number of independent replicas.
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