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Abstract 

MosquitoNet is a new project at Stanford University 
for investigating operating system and application issues in 
mobile and wireless computing. Our initial goals focus on 
providing the appearance of continuous network connec- 
tivity for mobile hosts. To achieve these goals we must first 
enable portable computers to move seamlessly from one 
cotntnunications medium to another, for example from an 
Ethernet connection to a wireless modem, without reboot- 
ing or restarting applications. Second, we must determine 
how to manage the resulting dynamic changes in network 
characteristics, either transparently or through a simple 
interface between the network and the applications. Other 
goals include developing power management policies for 
network devices and experimenting with file data consis- 
tency algorithms for networks in which disconnection may 
be economically desirable, but seamless network re-con- 
nection is almost always possible. 

1 Introduction 

Lighter-weight, more powerful sub-notebook comput- 
ers, combined with the availability of low-cost, higher- 
bandwidth wireless communications services have vastly 
increased the potential of mobile and wireless computing. 
These technological advances make it attractive to build 
networks that include both traditional workstations and 
portable computers of equal standing. Sub-notebook com- 
puters weighing well under three pounds have crossed the 
threshold that tnakes them easily portable for the majority 
of uscrs. As these machines get lighter, they require less 
conscious effort for users to carry them almost anywhere. 
They can then be treated as commodity items, such as pag- 
ers or cellular phones, whose connection status should not 
require much attention. In addition, wireless service pro- 
viders are quickly making Internet connection possible 
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over large geographical areas [33][35].  These advances 
together should greatly increase the mobility of networked 
portable computers. 

Unfortunately, portables cannot be equivalent to sa- 
tionary hosts unless they too can remain connected to the 
network, and there are still many problems that make this 
difficult. One of these problems is the ability to switch 
between different communications media while maintain- 
ing all current network conversations. Making such 
switches as seamless as possible is required in order to 
maintain a nearly continuous connection while choosing 
the highest performance communication device available 
at a given time or place. 

Addressing this and other problems that prevent the 
appearance of continuous network connectivity is the pri- 
mary goal of MosquitoNet, a new project at Stanford Uni- 
versity for investigating operating system and application 
issues in mobile and wireless computing on the Internet. As 
part of this project we are also studying how best to deal 
dynamically with changes in network characteristics such 
as bandwidth, latency, connectivity and connection price 
structure. We are investigating the trade-offs between mak- 
ing some of these changes transparent to the applications 
by handling them in the system, versus exposing the 
changes to applications using a simple interface. We will 
also explore power management policies for network 
devices and data consistency algorithms for networks in 
which disconnection may occur, but reconnection is almost 
always possible. 

2 Connectivity Problems for Mobile Hosts 

There arc at least four problems aside from battery 
lifetime that currently prevent continuous network connec- 
tion: lack-of-service disconnections, economic disconnec- 
tions, disconnections due to switching between 
communications media, and intermittent disconnections 
due to poor channel quality. As described below, we 
believe the first two types of disconnection will improve 
over time, but the last two will not. Thus we propose to 
address the last two types in MosquitoNet. 
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Lack-of-service disconnections occur when there is no 
available communications media. For several years it will 
still be possible to leave wireless service areas, as when 
heading to remote areas to do fieldwork. Disconnection is 
inevitable under these circumstances. Economic discon- 
nections occur when users choose to disconnect to save 
money, for example to avoid connect-time-based access 
charges. Over time, though, these twc, conditions should 
improve for three reasons: satellite cellular telephones and 
self-contained receivers are becoming smaller and more 
affordable, service providers will cover larger areas, and 
more service providers will offer fees that are not based on 
connection time 11 51 [33]. 

The third type of disconnection, due to switching 
between communications media, results from attempting to 
get the highest possible network performance. For exam- 
ple, while in his or her office, a user may have an Ethernet 
connection available for a portable computer and would 
prefer to use this path for the higher bandwidth it provides. 
But when he leaves the office and unhooks the machine 
from the Ethemet, he would like it to switch seamlessly to 
whichever other communication device is available and 
provides the best service at that time - a wireless radio 
modem perhaps. It may even be the case that two or more 
communication devices are available and appropriate 
simultaneously, perhaps for a single application’s use. Cur- 
rently such seamless switches are not possible, since the 
user must shut down the applications and sometimes even 
reconfigure the system to use the new connection. Solving 
this problem is therefore one of MosquitoNet’s goals, as 
described in the following section. 

Finally, some communication channels may provide 
only weak connectivity. For example, the high latency and 
burstiness of some radio links leads to connections that do 
not appear to be continuous to most software or useirs. This 
condition may get better as wireless service providers 
improve their services, but it can also get worse a radio 
cells get more crowded. MosquitoNet will also address this 
last type of disconnection through software techniques, as 
described in Section 4. 

3 Providing Seamless Connectivity 

Enabling transparent switches between communica- 
tion devices requires protecting the applications and upper 
layers of the TCP/IP [23] protocol stack from these 
changes. Each communication device, or network inter- 
face, has its own IP address, Thus the IP address of the 
source or destination changes whenever the source or des- 
tination host switches to a new network interface. The 
transport and application layers should be protected from 
such changes in addressing, but the transport layer needs to 
know the IP address of the destination with which it is cor- 

responding. To make address changes transparent to the 
transport layer and above, we must modify the network 
(IP) layer so that it allows the layers above to continue to 
use static IP addresses, even if the network interfaces and 
actual IP addresses of the source or destinations change. 
This new adaptable IP layer must thus manage these 
address changes with some new and modified tasks: 

Keeping track of destination host interfaces - The 
adaptable network layer must be able to choose the 
correct interface for sending out packets according to 
the interface in use by the destination address (or the 
first hop router). This layer will therefore need access 
to state information about the available interfaces in 
use at other hosts as those interfaces change. 
Keeping track of local interfaces - When an interface 
on the local host is shut down, the adaptable network 
layer will need to figure out which new one can be used 
instead. Thus this layer will need to maintain and 
update state information about available local inter- 
faces. 
There are several potential problems with this scheme. 

One is how to detect or announce network address changes 
for the routing layer. A second problem is the added latency 
incurred when a communication device changes on a host 
and packets are lost or delayed while the new interface is 
put into use. Some of these problems are similar to those 
already encountered in work on mobile IP routing proto- 
cols [91[161[20][29]. Some of these problems are therefore 
amenable to similar solutions, including the use of outside 
agents for monitoring and managing connection state infor- 
mation and for streamlining routing changes. Finally, there 
are other unsolved problems, such as choosing the best 
communication device when more than one is available. 
For example, given a choice between a satellite connection 
and an Ethernet connection, we may be faced with choos- 
ing between high bandwidth with high latency versus low 
latency with lesser bandwidth. The best choice of interface 
depends on the application’s behavior, and different appli- 
cations may wish to use different devices concurrently. It 
can even be advantageous for one application to make use 
of two network interfaces simultaneously. 

4 Mobile Awareness for Operating Systems 
and Applications 

Solving the connectivity problems described in Sec- 
tion 2 will require more than merely making it possible to 
swap physical devices on-the-fly. Even where such device 
switching is possible, various communications media have 
such different properties that some applications will not 
perform correctly without further work. For example, 
applications that transfer large images over a network con- 
nection for a graphical user interface may perform well 
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over an Ethernet connection, but they will not perform as 
well over a phone line or a low-bandwidth infrared link. 
Applications with certain retransmission policies (TCP) 
will perform poorly on a channel with high latency vari- 
ance even if the channel has reliable packet delivery [3]. 
Other applications may not perform well with only inter- 
mittent connectivity. They may assume a link is down and 
abandon the connection even if the link is only temporarily 
unusable. Finally, the pricing structure for various commu- 
nications media inay differ by vendor. Services that charge 
by connect time require different approaches than those 
that accept a flat rate for however much connection time is 
used. 

MosquitoNet will investigate how best to manage 
these changing connection properties. The most attractive 
approach initially is to shield applications from the changes 
by handling them in the system or a system library layer. 
For example, if one is charged for connect time, one would 
like applications to connect only when necessary. How- 
ever, it may not be reasonable to expect applications such 
as a distributed file system to wony about connecting and 
reconnecting as necessary. Instead, a library interface 
between the application and the network could connect 
only when the application finds it must transfer data. The 
library can maintain state that makes the connection appear 
continuous to its applications. Making these changes trans- 
parent to applications means that application designers 
need not concem themselves with this issue. 

Unfortunately, we do not believe that the transparent 
approach will provide sufficient performance for all classes 
of applications. A second approach provides a simple inter- 
face that exposes communication changes to applications 
that require some knowledge of them. Many applications 
may find it sufficient if they can query or receive informa- 
tion from the system about only a few types of changes: 
latency, throughput, variance in latency and throughput, 
connectivity, and connection price structure. For example, 
a Mosaic-like application could automatically cease trans- 
ferring image data if its connection switches to too low a 
bandwidth. Some previous work in this area concentrates 
on providing a more general-purpose RE’C mechanism for 
specifying any dynamically changing environment vari- 
ables, especially for applications that are mobile in the 
scnse that they may migrate from one machine or display to 
another [26][31]. MosquitoNet will focus at first on the 
simpler problem of conveying only information about 
changing network resources. This approach will not work 
without modification of some applications, as it assumes 
that applications can respond to the changes in their com- 
munication environments. 

The third approach places most of the burden on appli- 
cations rather than the system. This involves structuring 
applications so they are as undemanding as possible with 

regard to their network connections. For example, many 
projects have separated some part of the graphical user 
interface from the rest of the application [ 101 [21] [22] [28] 
[34]. Most of the interface processing is done on the mobile 
host, so that less data is transferred over the network. When 
data must be transferred between the separated portions of 
applications, the applications can use a communication 
protocol designed for low-bandwidth. While this approach 
has the potential to handle weak connections more effec- 
tively than the other approaches, it also means that the 
applications may not perform to their full potential when 
higher performance connections are available. 

Finally, a related problem is to make it possible to 
move various parts of applications dynamically to the loca- 
tion where their connection, data, or processing require- 
ments are best satisfied. For example, an application that 
requires a lot of processing power may provide better per- 
formance if it is allowed to migrate to a high-performance 
processor. Thus we may want a graphical user interface to 
run on the portable, while the processing engine of the 
application runs on a CPU server. But if a large amount of 
data must be transferred, it may prove beneficial to move 
the processing engine to the portable temporarily so that it 
and the graphical interface need not communicate over an 
off-machine link. While this approach is more complex, it 
allows for applications that are more adaptable to their net- 
work environments [26]. Solving this last problem also 
requires a standard environment that the application can 
understand as it moves various pieces of code or scripts 
around to different platforms [51[191[211. 

5 Power Management for Network Devices 

Another problem that currently restricts host mobility 
is a physical one: battery lifetimes for most portables are 
still limited to just a few hours. More continuous network 
connection will only aggravate this problem since commu- 
nication devices consume energy. (Use of a PCMCIA 
Ethernet card on a Gateway 2000 Handbook, for example, 
seems to reduce the battery lifetime by almost half,) As part 
of the MosquitoNet project we would like to develop intel- 
ligent policies for reducing the use of communication 
devices while still providing the appearance of continuous 
connection. 

Turning off communication devices while a host is not 
transmitting (or receiving responses from its transmis- 
sions) does not necessarily limit its effective connectivity. 
For most client workstations, applications will function as 
if continuously connected as long as they are able to initiate 
communication whenever desired. Unless a computer 
functions as a server, for instance by providing on-line file 
archives or a World-Wide-Web site, it may not be neces- 
sary for it to remain continuously accessible to outside 
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machines. For example, the portable need not be able to 
receive electronic mail continuously, because mail may be 
delivered to another host that the portable periodically 
polls. Although it is not currently possible to “power- 
down” many communication devices, this situation will 
change if the energy savings prove to be significant. We 
will examine usage patterns in our mobile computing test- 
bed eo help develop these power management policies. 

6 Data Consistency Algorithms 

Besides battery life problems, there are other issues 
related to providing the appearance of continuous connec- 
tion without actually requiring it. One of these issues is file 
and data consistency. Files and data stored remotely may be 
cached or replicated on portable computers to increase per- 
formance and reduce necessary communication over the 
network. Mechanisms for monitoring consistency prob- 
lems between the local and remote data are highly desir- 
able. 

Much of the work on data consistency for mobile hosts 
assumes that there will be significant periods of mandatory 
disconnection from the network [11[71[131[241[301. When 
a portable reconnects to the network, the user may find that 
conflicting updates have been made to remote copies of 
files he has edited locally. Ensuring consistency under 
these circumstances is usually considered impractical, 
since it may prevent others from modifying or perhaps 
even accessing remote copies of data while it is on a rnobile 
host. Instead, these techniques tend to detect inconsisten- 
cies and to attempt to handle them once they have occurred. 
This approach trades data consistency for data availability. 

In contrast, our goal in MosquitoNet is to create an 
environment in which seamless re-connection is possible 
whenever desired. If re-connection is possible, then a 
mobile host has the option of checking and updating con- 
sistency information when necessary. This should allow us 
to develop algorithms that provide improved levels of con- 
sistency while still permitting higher availability. However, 
the burden is on the mobile host to manage the consistency 
problems, since servers will not be able to contact the 
mobile host with consistency-related callbacks when the 
mobile host is not actually connected [17]. 

7 Project Platform and Status 

MosquitoNet is a brand new project, and thus its status 
is very preliminary. We have spent most of our time so far 
investigating the areas we wish to address and equipping 
and testing om experimental platform. 

As a prototype of what WG believe future systerns will 
look like, we are aiming for light-weight but fully func- 
tional computers equipped with several possible communi- 

cations devices, including a relatively high-bandwidth 
wireless network. We have chosen to install the Linux 
operating system [14] on the Gateway Handbook. We 
chose Linux for several reasons: 1) it supports dynamically 
loadable kernel modules and “hot swap” of devices, an 
important feature to us since we will be switching commu- 
nication devices while on-line, 2) it includes drivers for the 
PCMCIA cards that we are using, 3) it is small and per- 
forms well on portable computers, and 4) it is free and there 
are no source code restrictions. This gives us a familiar 
UNIX and X Windows [6] environment in under 3 pounds. 

The other technological advance in our geographic 
area is the micro-cellular data network service, Ricochet, 
that Memicom is installing around the Stanford campus and 
in cities nearby [4]. Metricom’s network costs only $30 a 
month for at least a 50 kilobit-per-second wireless link. The 
flat fee per month means there is no reason to avoid using 
the service once it has been purchased. Since Metricom is 
blanketing the Stanford campus and local communities 
with pole-top transceivers, some of which provide wired 
access points to BARRNet, we will soon have reasonably 
wide-spread wireless access to the Internet in our area. 

Metricom’s radio modems give us one communication 
device, but since MosquitoNet must address switching 
between devices, we have also equipped our setup with 
PCMCIA Ethernet cards and PCMCIA modems. 

8 Conclusions 

In summary, the issues we plan to address are 1) 
switching seamlessly between different communications 
devices, 2) shielding applications, where possible, from the 
resulting changes in latency, throughput, latency and 
throughput variance, connectivity, and connection price 
structure, 3) developing a good interface for conveying 
these changes to applications that must adapt to them and 
for allowing applications to determine what network ser- 
vices are available, 4) restructuring applications so they 
can easily handle connection changes, 5 )  migrating por- 
tions of applications as appropriate considering their con- 
nection, data, and processing requirements, 6) 
automatically choosing the best communication devices 
available for an application at a given time and place, 7) 
developing communication device power management 
policies, and 8) experimenting with file consistency tech- 
niques for use when network re-connection is almost 
always possible. 

Our goal is to provide seamless mobility for sub-note- 
book sized computers based upon the UNIX operating sys- 
tem and Internet protocols. New wireless radio service 
providers in our area and Linux on a sub-notebook com- 
puter make it possible to start the project using mostly off- 
the-shelf hardware and software. 
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