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Abstract— The amount of stored data in enterprise Data Cen-
ters quadruples every 18 months. This trend presents a serious
challenge for backup management and sets new requirements for
performance efficiency of traditional backup and archival tools.
In this work, we discuss potential performance shortcomings
of the existing backup solutions. During a backup session a
predefined set of objects (client filesystems) should be backed
up. Traditionally, no information on the expected duration and
throughput requirements of different backup jobs is provided.
This may lead to an inefficient job schedule and the increased
backup session time. We analyze historic data on backup process-
ing from eight backup servers in HP Labs, and introduce two
additional metrics associated with each backup job, calledjob
duration and job throughput. Our goal is to use this additional
information for automated design of a backup schedule that
minimizes the overall completion time for a given set of backup
jobs. This problem can be formulated as a resource constrained
scheduling problem which is known to be NP-complete. Instead,
we propose an efficient heuristics for building an optimized
job schedule, called FlexLBF. The new job schedule provides
a significant reduction in the backup time (up to 50%) and
reduced resource usage (up to 2-3 times). Moreover, we design
a simulation-based tool that aims to automate parameter tuning
for avoiding manual configuration by system administratorswhile
helping them to achieve nearly optimal performance.

I. I NTRODUCTION

No modern business can risk a data loss. The explosion
of electronic documents, new company-wide regulations and
document retention rules require IT departments to rethink
their information management and data protection strategies.
System administrators face multiple challenges for effectively
and timely backing up the vast amounts of data stored through-
out the enterprise. Most backup and restore operations involve
many manual processes, they are people- and labor-intensive.
Existing shortcomings will only be aggravated by continuing
double-digit growth rates of data. For storage organizations
facing this dramatic growth of data, the backup and data
recovery processing remains a primary struggle point. The
analysis show that 60% to 70% of the effort associated with
storage management is related to backup/recovery [18]. Pro-
cessing the ever increasing amounts of data while meeting the
timing constraints of backup windows requires more efficient
resource allocation, optimized job scheduling, and run-time
management of the existing backup infrastructure before new
resources have to be added.

HP Data Protector (DP) is HP’s enterprise backup offering.
During a backup session a predefined set of objects (client
filesystems) should be backed up. Traditionally, there is no
additional information about these objects such as the expected
duration and/or throughput requirements, and the jobs are
scheduled in the random order. In our earlier paper [7], we
showed that the random job schedule may lead to inefficient

backup processing and an increased backup time. Therefore,
we proposed a new backup job scheduling, called LBF (longest
backup first), which takes advantage of a historic information
about the object backup processing time for optimizing the
overall backup time.

Typically, a backup tool has a configuration parameter
which defines a level of concurrency, i.e., the number of
concurrent processes (called disk agents) which can backup
different objects in parallel to the same tape drive. One of the
unsolved problems in our previous work [7] was automating
the parameter setting of concurrent disk agents per tape drive
that optimizes the drive throughput. The number of concurrent
agents is constant during the session independent on the
aggregate throughput of the backed up objects. In this work,
we revisit the traditional backup tool architecture, and raise the
question whether a constant number of concurrent disk agents
per tape drive in the backup session is a “right” decision.

For each backup job, we explicitly introduce two additional
metrics, calledjob duration and job throughputwhich are
computed using historic data. Our analysis of backup jobs
from eight backup servers at HP Labs reveals that the past
measurements of backup time and throughput of the same
object are quite stable over time, and therefore can be used
for predicting performance characteristics of these jobs during
future backups. The optimized scheduling of backup jobs can
be formulated as a resource constrained scheduling or “bin-
packing” problem [20] where a set ofN jobs should be
scheduled onM machines with given capacities. Each job
J is defined by a pair of attributes(length, width). At any
time, each machine can process multiple jobs in parallel but
the total width of these jobs can not exceed the capacity of
the machine. The objective functions is to find a schedule that
minimizes the processing makespan or the overall completion
time for a given set of jobs. However, as shown in [20] this
problem isNP-complete even forM = 1.

As an alternative solution to the classic optimization prob-
lem, we propose a heuristic-based job scheduling algorithm,
called FlexLBF, where both the job duration and job through-
put are taken into account. Under this algorithm, we dy-
namically vary the number of concurrent objects assigned
for processing per tape drive in order to optimize both the
overall backup time and the tape drive utilization during the
backup session. To evaluate the benefits of a new job schedule,
we use a workload collected from eight backup servers at
HP Labs. There are significant time savings achieved under
new FlexLBF scheduling: a 20%-50% backup time reduction
compared to the already optimized backup time under the LBF
scheduler proposed in [7]. Moreover, by using an adaptive
number of concurrent agents over time, the FlexLBF scheduler



is able to provide significant resource savings: each workload
from the HP Labs backup servers could be processed by using
1-2 tape drives instead of a traditional solution that uses 4tape
drives (while reducing the overall backup time). The released
drives can be used for processing additional workloads to
further improve the run-time performance of the DP solution.

Finally, we design a simulation-based tool for system ad-
ministrators to automate parameter tuning and perform useful
“what-if” analysis to support their capacity planning and
performance optimization efforts. The remainder of the paper
presents our results in more detail.

II. T RADITIONAL FILESYSTEM BACKUP TOOL

The functionality of a backup tool is built around a backup
session and the objects (mount points or filesystems of the
client machines) that are backed up during the session. The
traditional architecture of a backup tool which uses a tape
library is shown in Figure 1.1

Fig. 1. Traditional Architecture of a Backup Tool with a Tape Library.

The software processes, called disk agents, abbreviated as
DAs, are associated with each tape drive. Each disk agent is
responsible for backing up a single object at a time.

Each tape drive has a configuration parameter which defines
a concurrency level, i.e., the number of concurrent DAs which
can backup different objects in parallel to the tape drive.
This is done because a single data stream typically can not
fully utilize the capacity/bandwidth of the backup tape drive
due to slower client machines. A system administrator can
configure a high number of DAs per tape drive to enable
backup of different objects in parallel. The drawback of such
an approach is that the data streams from many different
objects are interleaved on the tape, and when the data of
a particular object needs to be restored there is a higher
restoration time for retrieving such data compared with a
continuous data stream written by a single disk agent. There
is a significant diversity of the client machines and compute
servers (as well as the amount of data stored at these machines)
in today’s enterprise environments. This diversity impacts the
backup duration and its throughput. There are two potential
problems with a traditional backup solution which may cause
inefficient backup processing.

Job scheduling inefficiency:when a group ofN objects is
assigned to be processed by the backup tool, there is no way

1HP Data Protector provides the integration with Virtual Tape Libraries
(VTL) by emulating the drives of a physical tape library while storing the
backup images to disk [14]. The job schedules designed in thepaper will
automatically apply to DP with VTL deployment as well.

to enforce an order in which these objects should be processed
by the tool. If a large (or slow) object with a long backup time
is selected significantly later in the backup session this leads to
an inefficient schedule and an increased overall backup time.

Fixed, constant number of disk agents inefficiency: when
configuring the tool, a system administrator is torn between
two orthogonal goals: 1) optimizing the backup throughput by
enabling a higher number of concurrent DAs, 2) optimizing
the data restore time by avoiding excessive data interleaving
(i.e., limiting the number of concurrent DAs). In other words,
on one hand, a system administrator should figure out the
number of concurrent disk agents that are able to utilize the
capacity/bandwidth of the backup tape drive. On the other
hand, the system administrator should not over-estimate the
required number of concurrent DAs because the data streams
from these concurrent agents are interleaved on the tape, and
when the data of a particular object needs to be restored there
is a higher restoration time for retrieving such data compared
with a continuous, non-interleaved data stream written by a
single disk agent. Moreover, when the aggregate throughputof
concurrent streams exceeds the specified tape drive throughput,
it may increase the overall backup time instead of decreasing
it. Often the backup time of a large object dominates the
overall backup time. Too many concurrent data streams written
at the same time to the tape drive might decrease the effec-
tive throughput of each stream, and therefore, unintentionally
increase the backup time of large objects and result in the
overall backup time increase.

III. F LEXLBF SCHEDULING TO OPTIMIZE THE OVERALL

BACKUP TIME AND RESOURCEUSAGE

In this section, we further motivate the design of a new
scheduler that uses additional information about backup jobs
that is extracted from historic data. We present the analysis of
backup jobs from eight backup servers at HP Labs. It reveals
that the past measurements of backup time and throughput of
the same object are quite stable over time, and therefore can
be successfully used in such a schedule.

A. Extracting Historic Backup Information
Typically, backup tools record useful monitoring informa-

tion about the performed backups. In this work, we pursue the
efficient management of full backups, i.e., when the data of
the entire object is processed during a backup session.2 For
each processed backup job, there is recorded information about
the total number of transferred bytes, and the elapsedbackup
processing time. We introduce an additional metric, calledjob
throughput, that characterizes the average throughput (MB/s)
achieved for the job during the backup session. This metric is
defined as follows:

job throughput =
job transferred bytes

job processing time

Thus any backup job can be characterized by two metrics:
• job processing time;
• job throughput.

2The same approach can be applied to job scheduling in the incremental
backups. However, the performance benefits are smaller because incremental
backups are shorter and lighter in nature, since they only process modified
and newly added files.
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Fig. 2. Historic snapshots of the job average throughput
from the three consecutive, full weekly backups: (a)
Server1; (b) Server2; (c) Server3, and (d) Server4.
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Fig. 3. Historic snapshots of the job duration from the
three consecutive, full weekly backups: (a) Server1; (b)
Server2; (c) Server3, and (d) Server4.

In this work, we analyze historic data from eight backup
servers at HP Labs. First, we need to answer a question
whether past measurements of backup processing time and job
average throughput are good predictors of the future backup
requirements, and whether these past measurements can be
used for backup job assignment and scheduling in the future
sessions. Figure 2 presents historic snapshots of backup job
throughputs from four (out of eight) backup servers at HP
Labs. Each figure shows job throughputs (sorted in increasing
order) for three consecutive, full weekly backups, and the
fourth line corresponds to the mean job throughput for the ob-
served three weeks. We can make the following observations:
(i) the job throughput of the same object is quite stable over
time (especially when compared to the mean throughput over
the same time);(ii) there is a significant diversity in observed
job throughputs: from 0.1 MB/s to 35 MB/s.

These observations are interesting and deserve additional
explanations. The networking infrastructure in current data

centers and enterprise environments is powerful enough fornot
being a bottleneck for backup processing. The throughput rate
of the stream between the client machine and the backup server
(more exactly, the assigned tape drive) is mainly defined by
the I/O throughput of the client machine and is less impacted
by the network.

Figure 3 presents historic snapshots of backup job durations
for the same time period. The job (object) number in Figure 3
is the same as in Figure 2. First of all, the three lines are
very close to each other: the backup duration of the same
object is quite stable over time (due to gradual changes in
the object size). There is a significant diversity in durations:
some backups take only 1 min while other backups take 10-16
hours. There is a high percent of “long” jobs: about 25% of all
the jobs performed by these backup servers are in the range
of 1-16 hours.

We aim to establish whether there is a correlation between
job throughputs and job durations, and whether shorter jobs
might have lower throughputs, and vice versa, longer jobs



have higher throughputs? The measured elapsed backup time
includes a variety of additional overheads such as the overhead
of starting a disk agent, connecting to a given client machine,
scanning the object metadata, etc. The job throughput metric
is derived by dividing the transferred bytes per elapsed backup
time. The intuition is that for shorter jobs the overhead might
dominate the backup time, and hence could lead to a much
lower job throughput. We can see that typically shorter jobs
do have low throughputs. However, at the same time, as it
is apparent from Figure 2 and Figure 3, there are quite a
few short jobs (less than 10 min) with high throughputs, and
there are quite a few long jobs (longer than 1 hour) with
comparatively low throughputs.

In summary, there is a lot of stability in the historic
snapshots shown in Figures 2 and 3. The lines (representing
both job duration and throughput) for different weeks are close
to each other, meaning that there is a good predictability of
these metrics over time. Therefore, this supports the usefulness
of historic measurements for optimizing future job scheduling.

B. Background: LBF Scheduling
In this section, we briefly describe the LBF job scheduler

introduced in [7]. This scheduler augments the traditional
backup solution that operates with a fixed numberK of
concurrent DAs, i.e., with a constant number of active DAs
per tape drive during a backup session.

We observe the following running counters per tape drive:
• ActDAi – the number of active (busy) disk agents of

tape driveTapei (initialized asActDAi = 0); and
• TapeProcT imei – the overall processing time of all

the objects that have been assigned toTapei during the
current session (initialized asTapeProcT imei = 0).

Each jobJj in the future backup session is represented
by a simple tuple:(Oj , Durj), where Durj denotes the
backup duration of objectOj observed from the previous
full backup. The LBF scheduler uses an ordered list of
objects sorted in decreasing order of their backup dura-
tions: OrdObjList = {(O1, Dur1), ..., (On, Durn)} where
Dur1 ≥ Dur2 ≥ Dur3 ≥ ... ≥ Durn.

Intuitively, under the LBF algorithm, the longest jobs are
processed first. In addition, the job assignment process at-
tempts to load balance the overall amount of processing time
assigned to different tape drives. Typically, each tape drive
concurrently processes a constant number ofK jobs. The
pseudo-code of the the LBF algorithm is shown in Figure 4.

Assigning resources to a job
For top jobJj = (Oj , Durj) in OrdObjList do

if (!Blocked AND ∃ActDAi < K)
TapeProcT imem = minActDAi<K(TapeProcT imei)
assign jobJi for backup processing toTapem
ActDAm ⇐ ActDAm + 1
TapeProcT imem ⇐ TapeProcT imem +Durj
remove jobJj from OrdObjList

else // no available disk agents for processing jobJj

Blocked ⇐ 1 //job Jj assignment is blocked
until some earlier job is completed

Releasing resources when a job is completed
If backup processing of jobJk is completed byTapei

ActDAi ⇐ ActDAi − 1
Blocked ⇐ 0

Fig. 4. The LBF algorithm.

C. FlexLBF Scheduling Algorithm
Let us consider a backup tool withN tape drives:

Tape1, ..., T apeN . Under the traditional architecture, there is
a configuration parameterK which defines the fixed concur-
rency level, i.e., a fixed number of concurrent disk agents
(DAs) that can backup different objects in parallel to the tape
drives. In this work, we investigate the backup tool architecture
where tape drives can have a variable number of concurrent
DAs defined by the following parameters:

• maxDA - the limit on the maximum number of concur-
rent disk agents which can be assigned per tape (one can
consider different limits for different tape drives);

• maxTput - the aggregate throughput of the tape drive
(each tape library is homogeneous, but there could be
different generation tape libraries in the overall set).

We observe the following running counters per tape drive:
• ActDAi – the number of active (busy) disk agents of

tape driveTapei (initialized asActDAi = 0); and
• TapeAggTputi – the aggregate throughput of the cur-

rently assigned objects (jobs) to tape driveTapei (ini-
tialized asTapeAggTputi = 0).

Each jobJj in the future backup session is represented by a
tuple: (Oj , Durj, T putj), where

• Oj is the name of the object;
• Durj denotes the backup duration of objectOj observed

from the previous full backup, and
• Tputj denotes the throughput of objectOj computed as

a mean of the lastl throughput measurements.3

Once we have historic information about all the objects, an
ordered list of objectsOrdObjList (sorted in decreasing order
of their backup durations) is created:

OrdObjList = {(O1, Dur1, T put1), ..., (On, Durn, T putn)}

whereDur1 ≥ Dur2 ≥ Dur3 ≥ ... ≥ Durn.
The FlexLBF scheduler operates as follows.
Let Jj = (Oj , Durj , T putj) be the top object in

OrdObjList. Let tape driveTapem have an available disk
agent and

TapeAggTputm = min
ActDAi<maxDA

(TapeAggTputi),

i.e., Tapem is among the tape drives with an available disk
agent, andTapem has the smallest aggregate throughput.

Job Jj is assigned toTapem if its assignment does not
violate the maximum aggregate throughput specified per tape
drive, i.e., if the following condition is true:

TapeAggTputm + Tputj ≤ maxTput.

If this condition holds then objectOj is assigned toTapem,
and the tape drive running counters are updated as follows:

ActDAm ⇐ ActDAm + 1,
T apeAggTputm ⇐ TapeAggTputm + Tputj

Otherwise, jobJj can not be scheduled at this step, and the
assignment process is blocked until some earlier scheduled
jobs are completed and the additional resources are released.

3Using a mean value of the lastl throughput measurements provides a
more reliable metric and reduces its variance compared to a throughput metric
computed only from the latest backup.



Intuitively, under the FlexLBF algorithm, the longest jobs
are processed first. Each next object is considered for the
assignment to a tape drive with the largest available “space”,
i.e., to the tape drive: 1) with an available DA; 2) the small-
est assigned aggregate throughput (i.e., the largest available
“space”), and 3) the condition that the assignment of this new
job does not violate the tape drive throughputmaxTput, i.e.,
the current job “fits to the available space”.

When the earlier scheduled jobJk is completed at the tape
drive Tapem, the occupied resources are released and the
running counters of this tape drive are updated as follows:

ActDAm ⇐ ActDAm − 1,

T apeAggTputm ⇐ TapeAggTputm − Tputk.

The pseudo-code shown in Figure 5 summarizes the FlexLBF
algorithm.

Assigning resources to a job
For top jobJj = (Oj , Durj , T putj) in OrdObjList do

if (!Blocked AND ∃ActDAi < maxDA)
TapeAggTputm = minActDAi<maxDA(TapeAggTputi)
if (TapeAggTputm + Tputj ≤ maxTput)

assign jobJi for backup processing toTapem
ActDAm ⇐ ActDAm + 1
TapeAggTputm ⇐ TapeAggTputm + Tputj
remove jobJj from OrdObjList

else // not enough resources for processing jobJj

Blocked ⇐ 1 //job Jj assignment is blocked
until some earlier job is completed

else
Blocked ⇐ 1

Releasing resources when a job is completed
If backup processing of jobJk is completed byTapei

ActDAi ⇐ ActDAi − 1
TapeAggTputi ⇐ TapeAggTputi − Tputi
Blocked ⇐ 0

Fig. 5. The FlexLBF algorithm.

IV. PERFORMANCESTUDY

In our performance study, we use historic information of
filesystem backups collected from eight backup servers at HP
Labs. While HP Labs represent the research organization,
its computing infrastructure is a typical representative of
a medium-size enterprise environment. The client machines
include a variety of Windows and Linux desktops. In addition,
there is a collection of large and powerful servers with
significant amount of stored data.

The HP Labs backup servers have 4 tape drives (with
maximum data rate of 80 MB/s), each configured with 4
concurrent disk agents. As shown in Figure 2 there are many
jobs with throughputs above 20 MB/s. This explains why
the backup tool configuration was using 4 concurrent disk
agents. However, at the same time, a large fraction of backup
jobs have much lower observed throughputs. Therefore the
traditional solution with a fixed number of four concurrent disk
agents might often leave the tape drives underutilized. This
observation presents a perfect opportunity for a new FlexLBF
schedule that aims to take the job throughput into account.

To set a base line for a performance comparison, we
first process given workloads using LBF scheduling in the
traditional tool architecture configured with a single tapedrive
and a fixed number of four concurrent disk agents per tape.

Then we process the same workloads (from eight backup
servers under study) with a new FlexLBF schedule. The
backup servers are configured with a single tape drive and
the following parameters:

• maxDA = 10, i.e., no more than 10 concurrent disk
agents can be used per tape drive;

• maxTput = 80 MB/s, i.e., the aggregate throughput of
the assigned concurrent objects per tape drive should not
exceed 80 MB/s.

Table I shows the absolute and relative reduction in the
overall backup times when the FlexLBF scheduling algorithm
is used instead of LBF. Under FlexLBF scheduling, the addi-
tional information on job throughput is used to dynamically
regulate the number of concurrent disk agents that are used
for processing to optimize the tape drive throughput.

Backup Absolute and Relative Reduction
Server of the Overall Backup Time

week1 week2 week3
Server1 645 min (34%) 642 min (33%) 649 min (33%)
Server2 340 min (33%) 189 min (21%) 163 min (19%)
Server3 915 min (52%) 926 min (52%) 908 min (51%)
Server4 393 min (53%) 370 min (50%) 341 min (45%)
Server5 224 min (47%) 192 min (41%) 211 min (42%)
Server6 453 min (38%) 476 min (38%) 517 min (42%)
Server7 126 min (33%) 124 min (33%) 165 min (39%)
Server8 210 min (26%) 210 min (25%) 168 min (21%)

TABLE I

ABSOLUTE AND RELATIVE REDUCTION OF THE BACKUP TIME: LBF JOB

SCHEDULING VS. NEW FlexLBF JOB SCHEDULING.

Table I shows a significant reduction in the overall backup
times under FlexLBF across all the eight servers: from 124 min
to 926 min (which translates in 21%-53% relative backup time
reduction).

Let us look in detail, what contributes to such a significant
performance improvement of backup processing under new
FlexLBF versus LBF scheduling. Figures 6 a) and 7 a)
present the aggregate job throughput under LBF scheduling for
Server2 andServer3 respectively.4 There are time periods
when the aggregate backup throughput reaches 66 MB/s for
Server2. However, most of the time the backup throughput
is significantly lower. The aggregate backup throughput for
Server3 is even lower on average (see Figure 7 a) while there
are short periods when it reaches 76 MB/s. It is apparent that
four concurrent disk agents used by LBF scheduler leave the
tape drive underutilized most of the time.

Figures 6 b) and 7 b) present the aggregate job throughput
under FlexLBF scheduling forServer2 andServer3 respec-
tively. The achieved backup throughput is much higher for
both servers, and approaches 80 MB/s most of the time.

Figures 6 c) and 7 c) present the number of concurrently
used disk agents (or concurrently processed backup jobs)
under FlexLBF scheduling forServer2 andServer3 respec-
tively. Note that under the LBF scheduler there is a fixed
number of four concurrent agents per tape, and they translate
in the straight line of four active disk agents used over time.
Therefore, we omit the corresponding figure.

It is interesting to see that forServer2 the maximum
throughput is achieved with 6 concurrent disk agents in the

4Due to space constraints, we show the analysis of throughputs and con-
current disk agents for Server2 and Server3 only. However, the observations
are similar for other servers under study.
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Fig. 6. Server2: (a) The aggregate throughput over time under LBF scheduler; (b) The aggregate throughput over time under FlexLBF
scheduler; (c) The number of active disk agents over time under FlexLBF scheduler.
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Fig. 7. Server3: (a) The aggregate throughput over time under LBF scheduler; (b) The aggregate throughput over time under FlexLBF
scheduler; (c) The number of active disk agents over time under FlexLBF scheduler.

beginning of the session as shown in Figure 6 c). Also, as we
can see from this figure, there is a time interval between 400
and 600 min where only 3-4 disk agents are active. It means
that the scheduled objects had high throughput requirements
and the next object in the list could not be scheduled without
a violation of the specified limit on the maximum tape drive
throughput. At the end of the backup session, all the 10
concurrent disk agents were used for processing.

For Server3 the maximum throughput is achieved with
8 concurrent disk agents in the beginning of the session as
shown in Figure 7 c). It is apparent that objects backed up
by this server have lower throughputs compared to the objects
processed byServer2. Most of the timeServer3 uses 8-9
active DAs for backup processing.

This detailed analysis of the number of active DAs over
time during a single backup session stresses the difficulty
of choosing a single, fixed number of concurrent DAs for
efficient backup processing. A fixed number of DAs is always
suboptimal in the diverse enterprise environment, and the flex-
ible, adaptive number of concurrent DAs under the FlexLBF
scheduler provides a significant advantage for optimizing both
backup processing time and the tape drive resource usage.

V. AUTOMATED PARAMETER TUNING

Our goal is to equip system administrators with a useful
simulation environment to analyze the potentials of their
backup infrastructure and its available capacity before the
infrastructure needs to be scaled up and a new capacity has
to be added. We designed a set of simulation and analysis
routines to identify the range of useful parameter settings
and the minimal backup server configuration required for
processing a given workload.

The system administrator provides the following inputs to
the simulator:

• a given workload, i.e., a set of objects for backup process-
ing with their historical information on object durations
and throughputs;

• a default backup server configuration with the number of
tape drivesNumDrives available in the configuration;

• maxTput - the maximum throughput of the tape drives;
• maxDA - the maximum number of disk agents that

can be used concurrently during backup processing. This
number should reflect the comfort level of an acceptable
data interleaving on the tape that the system administrator
is ready to accept. The tool will try to minimize this
number to avoid the excessive interleaving if the spec-
ified maxDA does not provide additional performance
benefits.

Based on the initial inputs from the system administrator,
the simulator will produce:

• the minimal number of tape drives required for processing
a given workload;

• the optimized number ofmaxDA for FlexLBF; and
• the estimated overall backup time.
The analysis consists of the followingtwo phases.
1. During the first simulation routineshown in Figure 8

we simulate the achievable backup processing time under the

Fig. 8. First simulation routine to minimize a value ofNumDrives.

FlexLBF algorithm with the default number of tape drives and
the specified (by the administrator) number ofmaxDA. This
simulated time is called thedefault FlexLBF backup timeand
it is used as a reference for the best achievable backup time
in the full configuration specified by the system administrator.



Then we repeat the simulation cycle for estimating the
backup processing time under a decreased number of tape
drives in the system. We stop the simulation once a decreased
number of tape drives leads to a worse system performance,
i.e., an increased backup processing time for a given workload
compared to the stored default backup time. In such a way, we
first determine the minimal number of tape drives required for
a given workload under the FlexLBF scheduler and specified
input parameters ofmaxTput andmaxDA.

2. During the second simulation routineshown in Figure 9
we simulate the achievable backup processing time with the
FlexLBF scheduler under a decreased number ofmaxDA.
We stop the simulation once a decreased number ofmaxDA
leads to a worse system performance, i.e., when it results in
the increased backup processing time for a given workload
compared to the stored default backup time.

Fig. 9. Second simulation routine to optimize a value ofmaxDA .

Table II shows the tuned configuration parameters across
eight HP Labs backup servers with the tape drive target rate of
maxTput=80 MB/s. For example, forServer1 andServer8
the simulator shows that the best backup time can be achieved
with two tape drives each configured withMaxDA=4. Work-
loads atServer3 andServer6 can be handled with the best
backup time in the configuration with two tape drives and
maxDA=5.

Configuration Parameters
Backup Best Backup Time Within 15% of Best Time
Server NumDrives maxDA NumDrives maxDA
Server1 2 4 1 7
Server2 1 10 1 6
Server3 2 5 1 9
Server4 1 9 1 8
Server5 1 8 1 7
Server6 2 5 2 4
Server7 1 7 1 6
Server8 2 4 1 5

TABLE II

TUNED CONFIGURATION PARAMETERS ACROSS EIGHT BACKUP SERVERS.

THE TARGET DATA RATE OF TAPE DRIVES: maxTput=80 MB/S.

For remaining four servers in the study,Server2, Server4,
Server5, andServer7, their workloads can be processed with
a single tape drive and and each of these servers would require
a different number of active disk agents. WhileServer2 would
benefit from all the 10 concurrent disk agents,Server7 would
achieve the best backup time withmaxDA=7. If we would set
maxDA=10 forServer7 then it will just introduce excessive
data interleaving with no additional performance benefits.The
outlined framework aims to automate parameter tuning and to
avoid the potential inefficiencies.

The proposed simulation framework can also be used for
achieving a slightly different performance objective set by a

system administrator. For example, suppose a system admin-
istrator cares about completing the backup in timeT (where
T might be longer than the optimal time). Then the question
for the simulation framework is: what should be a minimum
required configuration under the FlexLBF (or LBF) scheduler
to process a given workload within timeT? The proposed
simulation framework is well-suited to answer this question.

In the second half of Table II, we show the required configu-
rations across eight HP Labs backup servers for handling their
workloads within 15% of the optimal time. In many cases,
there is a significant reduction in the required resources when
the backup window requirements are relaxed. OnlyServer6
still would require two tape drives for handling its workload.
The remaining servers could meet the required backup time
specifications with a single tape drive and differentmaxDA
configurations in a range from 5 to 9 as shown in Table II.

The runtime of the simulator depends on the number of
iterations and backup jobs, but for a typical workload of 100
jobs and 3-5 iterations the runtime is 1-2 min, and thereforea
system administrator can efficiently use the simulator for un-
derstanding the outcome of many differentwhat–if?scenarios.

VI. RELATED WORK

Traditionally, magnetic tapes has been used for data backup
in enterprise environments. Well-known Unix utilities such as
dump, cpio, and tar [19] can write a full filesystem backup
as a single data stream to tape. Enterprises might implement
different backup policies that define how often the backups are
done, whether it is full or incremental backup, and how long
these backups are kept. Tools such as AMANDA [1] (built
on dump and tar) manages the process of scheduling full and
incremental backups from a network of computers and writes
these backups to tape as a group.

With falling cost of disk and the explosion of disk capacity,
there is a new trend to write backups to disk. Adding disk in
a data protection solution uncouples the serial nature of tape
from the backup process, it may enable faster backups and can
significantly speed up restore operations. Data deduplication
became an essential and critical component of disk-to-disk
backup systems [17], [10], [22], [27]. Also, there is a growing
variety of services and systems that provide efficient filesystem
backups over the Internet [24], [11]. However, while disk
backup systems provide some advantages over tape, there are
still many advantages that are exclusive to tape. The tape-
based data protection solution has a lower cost, it consumes
much less energy, and provides simple scalability principle
(tape-based solution supports capacity extension by the simple
addition of more cartridges).

The current generation of commercial backup tools [9], [13],
[16], [21] provides a variety of different means to system
administrators for scheduling designated collections of client
machines on a certain time table. However, within the created
collection a random job scheduling is used which can lead to
inefficient backup processing and increased backup time.

Scheduling of incoming jobs and the assignment of proces-
sors to the scheduled jobs has been always an important factor
for optimizing the performance of parallel and distributed
systems (see a variety of papers on the topic [2]-[8], [23]-
[26]). Designing an efficient distributed server system often
assumes choosing the “best” task assignment policy for the



given model and user requirements. However, the question
of “best” job scheduling or task assignment policy is still
open for many models. Typically, the choice of the schedul-
ing/assignment algorithm is driven by performance objectives.
If the performance goal is to minimize mean response time
then the optimal algorithm is to schedule the shortest job
first [8], [15]. However, if there is a requirement of fairness
in jobs’ processing thenprocessor-sharingor round-robin
scheduling [8], [25] might be preferable. For minimizing the
makespan, i.e., the schedule length, a promising approach is to
schedule the longest job first [12], [26]. In [12], an interesting
theoretical result is proved, it provides an upper bound of
makespan under the longest job first scheduler compared to
the time of the optimal strategy in multiprocessor systems.

The usefulness and performance benefits of different
scheduling approaches critically depend on the system parame-
ters and job characteristics. In many cases these characteristics
are not-known in advance, and should be either approximated
or derived from the past experience. In such situations, one
needs to justify the accuracy of the derived approximation.
In our work, we carefully justify the choice of backup job
characteristics and the stability of their values over time.

Many scheduling problems can be formulated as a resource
constrained scheduling problem where a set ofn jobs should
be scheduled onm machines with given capacities. However,
as shown in [20] this problem isNP-complete. Recognizing
the proven difficulty of solving such scheduling problems,
many studies have been undertaken using genetic algorithms,
simulated annealing, tabu search, and other integer and linear
programming related techniques. As an alternative solution
to the classic optimization problem, we propose an efficient
heuristic-based algorithm FLexLBF for backup job scheduling.

VII. C ONCLUSION AND FUTURE WORK

It is fairly clear that in spite of different new offerings
in data protection solutions (D2D backup and Internet-hosted
backup) the traditional tape-based backup is still a preferred
choice in many enterprise environments and the best choice
for long-term data backup and data archival. Tape continues
to be the most economical solution for long-term storage re-
quirements for the mid-sized data centers. Consequently, many
companies have significant amounts of backup data stored
on tape, and they are interested in improving performance of
tape-based data backup solutions. The algorithms proposedin
the paper form a core of novel run-time optimizations in the
next major release of Data Protector. They enable a set of
new, differentiated features that are currently not available in
competing products on the market.

In this paper, we analyzed performance inefficiencies of the
backup job scheduling that exists in the traditional backup
solution. We proposed the optimized FlexLBF job scheduling
with adaptive number of active disk agents for optimizing run-
time backup performance. The introduced framework provides
a tunable knob to system administrators for achieving multiple
QoS objectives: improving resource usage, providing nearly
optimal backup latency, and/or optimizing the data restore
time. Moreover, we designed a set of simulation and analysis
routines to avoid manual configuration and planning efforts
by system administrators. The proposed framework automates
the backup server configuration and parameter tuning for

processing a given workload helping to achieve nearly optimal
performance. There are some possible further improvements
to FlexLBF. Currently, if the next object can not be scheduled
because of its high throughput the algorithm is blocked. We
can search through the object list for the object that satisfies
current conditions. However, it would lead to a more expensive
and complex algorithm. We plan to investigate trade-offs be-
tween additional performance benefits and a higher algorithm
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