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Abstract We revisit the method of Tsai, Huang, and Zhu for
the computation of camera motion parameters in computer
vision. We elucidate some spectral properties of the homog-
raphy matrices that arise, which are rank-one perturbations
of rotation matrices. We show how to correct for noise by
finding the rank-one perturbation of a rotation closest to
a given matrix. We illustrate some of the inaccuracies and
computational failures that can arise when using the formu-
las given by Tsai, and we propose new formulas that avoid
these pitfalls. A computational experiment shows that the
new methods are indeed quite robust.

Keywords Camera pose · Singular value decomposition ·
Homography

1 Introduction

A 3 × 3 homography matrix H maps the image of a plane
taken by one camera to the image of the same plane taken
by a second camera. The relative position of these two cam-
eras can be described by a three dimensional rotation and a
translation that takes the position of one of the cameras to
the position of the other. The rotation may be described by a
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3 × 3 rotation matrix, an orthogonal matrix whose determi-
nant is +1. A suitably scaled homography H satisfies

H = R − xyT (1)

where R is a rotation matrix, x is a scaling of the trans-
lation, the difference between the coordinates of the cam-
era centers, and y is a scaling of the normal of the imaged
plane. (Clearly x and y are determined by their outer prod-
uct xyT only up to a mutual scaling.) We call any matrix of
the form (1) a rank-one perturbation of a rotation or ROPR.
The basic problem that we consider is, given the ROPR ma-
trix H , to compute a triple R, x, and y, which are the motion
parameters, so that (1) holds. In all discussions of ROPRs
we shall normalize y so that ‖y‖ = 1, where ‖ · ‖ denotes
the 2-norm, so as to pin down the mutual rescaling. This
still leaves open the signs, since changing the signs of both x

and y changes nothing, but we won’t specify the sign. A unit
vector is a vector z satisfying zT z = ‖z‖2 = 1.

The basic problem was solved by Tsai, Huang, and
Zhu [5]. They explained the mathematics using geometric
arguments, and derived formulas for the computation of the
motion parameters. Some things, however, were left for us
to consider. In this paper we shall state and solve three prob-
lems that, in their solution and in the context of the Tsai pa-
per, complete a full theory of the computation of the motion
parameters. First we prove properties, relevant to the com-
putation, of a ROPR. We discuss the existence and unique-
ness of solutions of (1) and derive some new results. Second,
based on a theorem of Nievergelt, we show how to find the
ROPR closest to a given matrix. Finally, we discuss inaccu-
racies in the computed results that can arise from roundoff
error when the formulas of Tsai are used, and we present
alternatives that are at once simpler and more accurate.
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2 Properties of a Rank-One Perturbation of a Rotation

In this section we shall determine the existence and unique-
ness of solutions to the basic problem. Our discussion hinges
on the multiplicity of the singular values of H . We shall
prove that the second singular value of any ROPR is one.
The first singular value may be greater than or equal to one
and the third may be less than or equal to one. In the general
case all three of the singular values are different; the special
cases can arise when the rotation of the image-plane normal
vector is collinear with the translation vector, in other words
when x is a scalar multiple of Ry. We shall show that the ba-
sic problem has infinitely many solutions when H has three
singular values equal to one, has a unique solution when two
of the singular values of H are equal to one, and has exactly
two solutions when the singular values of H are distinct.

Every matrix H has a singular value decomposition

H = UΣV T . (2)

Here U and V are orthogonal matrices, UT U = V T V = I ,
and

Σ =
⎛
⎝

σ1 0 0
0 σ2 0
0 0 σ3

⎞
⎠ (3)

is a diagonal matrix whose diagonal elements, the singular
values of H , are given in nonincreasing order: σ1 ≥ σ2 ≥ σ3.
We will use the notation D(a,b, c) for the diagonal ma-
trix of order 3 having a, b, and c on the diagonal; so
Σ = D(σ1, σ2, σ3). The singular values of H are the pos-
itive square roots of the eigenvalues of HHT , the columns
of U are eigenvectors of HHT and the columns of V eigen-
vectors of HT H .

We introduce the vector w = Ry and the matrix B ≡
HHT − I . It is elementary that the matrix H is orthogonal
if and only if B = 0, if and only if Σ = I .

If H is a ROPR, then

B = xxT − wxT − xwT

= (x − w)(x − w)T − wwT . (4)

We shall also make reference to C ≡ HT H −I , which when
H is a ROPR satisfies

C = (xT x)yyT − (RT x)yT − y(RT x)T . (5)

As addition of I does not change eigenvectors, we see that
U consists of eigenvectors of B and V of eigenvectors
of C. If H is a ROPR then because the columns of B are
all linear combinations of x and Ry, it cannot have full
rank: rank(B) ≤ 2. Moreover, rank(C) = rank(B), since the
columns of C are linear combinations of RT x and RT Ry.
We deal in turn with the three possibilities, rank(B) = 0,1,
or 2, below.

Lemma 1 If z is a unit vector then the matrix X ≡ I −2zzT

is symmetric and orthogonal, and det(X) = −1.

Proof It is straightforward that XT X = I , so that X is sym-
metric and orthogonal. Extend z to an orthonormal basis
and let Z be the orthogonal matrix with this basis as its
columns. Then XZ = Z − 2zzT Z = ZD(−1,1,1) whence
det(X) = det(ZT XZ) = −1. �

Matrices of the form I − 2zzT with unit-length z are called
elementary reflectors or Householder transformations after
Alston Householder, who pioneered their use in matrix com-
putation [3].

Thanks to the SVD, the basic problem can be recast as
the problem of finding a rank-one perturbation of a diagonal
matrix that is orthogonal and has determinant of the correct
sign, namely

Δ ≡ det(U)det(V ).

Lemma 2 The triple x, y, and R = H + xyT solves (1) if
and only if the matrix

Q ≡ Σ + (UT x)(V T y)T

is orthogonal and det(Q) = Δ.

Proof If Q has the specified properties then R = UQV T =
H + xyT is a rotation and is a rank-one perturbation of H .
If R, x, and y satisfy (1) and R is a rotation then UT RV =
UT (H + xyT )V = Q is orthogonal and has determinant
equal to Δ. �

We consider first the case in which rank(B) = 0.

Lemma 3 The ROPR H is orthogonal (and Σ = I , and
B = 0) if and only if either x = 0 or x = 2Ry. In the former
case, det(H) = 1 and in the latter, det(H) = −1.

Proof By (4), B = 0 if and only if x − w = ±w if and only
if x = 0 or x = 2w. When x = 0, H = R is a rotation and its
determinant is 1. When x = 2w = 2Ry, H = R − 2RyyT =
R(I − 2yyT ) and hence det(H) = det(I − 2yyT ) = −1 by
Lemma 1. �

We now completely understand the case B = 0, Σ = I ,
and H is orthogonal. If the determinant of H is one, then
the displacement vector x = 0 and there is no way to recover
the image plane normal vector y from H ; there are infinitely
many solution triples. Indeed R = H , x = 0, y satisfy (1) for
any unit-length y. On the other hand, if the determinant of H

is −1, there are again infinitely many solutions. Let z be any
unit vector, and X = I −2zzT the corresponding elementary
reflector. Let R = HX = H(I − 2zzT ) = H − (2Hz)zT .
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Clearly, det(R) = det(H)det(X) = 1, so R is a rotation. The
triple R, x = −2Hz, and y = z satisfies (1), and is clearly
distinct for each unit vector z.

We summarize this in the following.

Theorem 1 Let H be orthogonal. Then H is a ROPR. If
det(H) = 1 then R = H , x = 0, and y = z satisfy (1) for any
unit vector z. If det(H) = −1 then R = HX, x = −2Hz,
and y = z satisfy (1) for any unit vector z and corresponding
elementary reflector X = I − 2zzT .

The case rank(B) = 0 now being settled, we consider the
next possibility, in which rank(B) = 1, or equivalently the
case in which two of the singular values of H are unity. As
shown next, this case arises when x = αRy with α �∈ {0,2}.

Lemma 4 If x = αRy then the symmetric matrix B in (4)
has

(i) one negative eigenvalue if 0 < α < 2,
(ii) no nonzero eigenvalue (that is, B = 0) if α = 0 or

α = 2,
(iii) one positive eigenvalue if α /∈ [0,2].

Proof If x = αRy then B = (α2 − 2α)wwT . The vector
w = Ry is nonzero. Thus, rank(B) ≤ 1, at least two of
the eigenvalues of B are zero, and the third is given by
α2 − 2α. �

Suppose we have a solution R, x, y to the basic problem.
From Lemma 2 we see that with the definitions u ≡ UT x

and v ≡ V T y we have that Q = UT RV = Σ + uvT is or-
thogonal. We compute that

I = QQT = Σ2 + (Σv)uT + u(Σv)T + uuT

where we have used 1 = yT y = vT (V T V )v = vT v. Sup-
pose without loss of generality that it is the first singular
value σ1 that is different from, indeed greater than, unity.
Then we have that

I − Σ2 =
⎛
⎝

1 − σ 2
1 0 0

0 0 0
0 0 0

⎞
⎠

= (Σv)uT + u(Σv)T + uuT

≡ M.

The matrix M evidently has rank one, and we can there-
fore conclude that Σv is a scalar multiple αu, and that M

is therefore (1 + 2α)uuT . The form of M then implies that
only the first element of u is nonzero, and then this is also
true of Σv, and hence of v, and finally the normalization of
v leads to the conclusion v = (1,0,0)T and u = (u1,0,0)T

where u1 is a root of the quadratic u2
1 + 2σ1u1 + (σ 2

1 − 1) =

0. The solution u1 = 1 − σ1 leads to Q = I and is appropri-
ate when Δ = 1. The other solution, u1 = −1 − σ1 leads to
Q = D(−1,1,1) and is correct when Δ = −1.

When it is the third rather than the first singular value
that differs from one, then v = (0,0,1) and u = (0,0, u3),
but nothing essential changes. This proves

Theorem 2 Let H have two singular values equal to one, so
that rank(B) = 1. Then H is a ROPR and there is a unique
solution to (1). When B has a positive eigenvalue then x is
a multiple of the first column of U and y is the first column
of V . When B has a negative eigenvalue then x is a multiple
of the third column of U and y is the third column of V .

In Tsai, the possibilities in the rank-deficient cases are
further limited, perhaps by what is physically realizable
in a two-camera situation. Thus, the fully degenerate case
(Σ = I ) is identified with a translation x equal to zero; the
other possibility is ignored. In the partly degenerate case in
which w and x are linearly dependent, it is assumed or per-
haps shown via geometric arguments that σ1 = σ2 > σ3, in
other words that B is negative semidefinite. We think there
is considerable value to considering the fully general alge-
braic rather than geometric problem of reconstructing the
constituent terms making up a otherwise completely arbi-
trary ROPR. So we consider all the possibilities here, even
if they cannot be realized with physical cameras.

Moving ahead, we consider for the remainder of this sec-
tion the generic case, in which rank(B) = 2 and the singular
values of H are distinct.

Lemma 5 Let H be a ROPR and let B be given by (4). B

has rank 2 if and only if x and Ry are linearly independent.
In that case, the singular values of H satisfy

σ1 > σ2 = 1 > σ3. (6)

Furthermore, x is not an eigenvector of B , and y is not an
eigenvector of the matrix C of (5).

Proof The matrix uuT − vvT has the span of {u,v} as its
range. It thus has rank 2 if and only if u and v are linearly
independent. The vectors x and w are linearly independent
if and only if x − w and w are linearly independent. These
observations and (4) prove the first assertion.

It is straightforward to show that when u and v are lin-
early independent, the matrix A = uuT − vvT has one pos-
itive and one negative eigenvalue (and the rest are zero). In-
deed, if z is in the span of u and v and is orthogonal to v

then zT Az = (zT u)2 > 0, and if z is in the span of u and
v and is orthogonal to u then zT Az = −(zT v)2 < 0, which
implies that A is indefinite and hence has nonzero eigenval-
ues of both signs. Since B is of this form, and has rank 2,
we know that its eigenvalues are β1 > β2 = 0 > β3. Since
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HHT = I +B , the singular values of H and the eigenvalues
of B are related by σ 2

i = 1 + βi . This allows us to conclude
that the ordering relations in (6) hold.

Again, if u and v are linearly independent and A = uuT −
vvT then z = u+v is not an eigenvector of A. For if it were,
say Az = λz, then equating coefficients of u and v (valid
due to their independence) we find that λ = uT u + uT v =
−(vT v + uT v) which leads to −2uT v = uT u + vT v, or
0 = (u + v)T (u + v) which implies that u = −v, which
is impossible because they were assumed to be linearly in-
dependent. Now note that x is the sum of x − w and w,
and that (4) holds, whence we can conclude that x is not an
eigenvector of B . Similar reasoning applied to y shows that
it is not an eigenvector of C. �

Lemma 5 has as an immediate consequence the follow-
ing:

Theorem 3 The second singular value of a ROPR is equal
to one.

Proof If rank(B) = 0 then Σ = I ; all of the singular values
are equal to one. If rank(B) = 1 then either the largest sin-
gular value is greater than one or the smallest is less than
one, but the other two, and always the second, are equal to
one. If rank(B) = 2 then Lemma 5 applies. Finally, as noted
above, rank(B) > 2 is impossible. �

Let A(:, k) denote the kth column of the matrix A.

Lemma 6 Let H be a ROPR that is not orthogonal. Then
U(:,2) is orthogonal to both x and Ry, and V (:,2) is or-
thogonal to both y and RT x.

Proof If x and Ry are linearly dependent then so are RT x

and y. In that case, and since B �= 0, we have by Lemma 2
that both x and Ry are multiples of either U(: .1) or of
U(:,3), and similarly that both RT x and y are multiples of
either V (: .1) or of V (:,3). In case rank(B) = 2, Lemma 5
shows that the eigenvalues of B are distinct, and the sec-
ond of them is zero. By (4), the one-dimensional null space
of B is the set of vectors orthogonal to both x and Ry. And
U(:,2) is the normalized null vector of B , so it is orthog-
onal to x and Ry. Similar arguments based on HT H yield
the corresponding conclusion concerning V (:,2). �

Lemmas 5 and 6 give us the following guide to where to
look for the vectors x and y.

Corollary 1 When the ROPR H is not orthogonal, x is a
linear combination of U(:,1) and U(:,3) and y is a linear
combination of V (:,1) and V (:,3). Moreover, when the sin-
gular values of H are distinct, then x = aU(:,1) + cU(:,3)

and y = bV (:,1) + dV (:,3) and none of the four scalars
a, b, c, d is zero.

Suppose that H is a ROPR, not orthogonal. Then

UT x =
⎛
⎝

a

0
c

⎞
⎠

and

V T y =
⎛
⎝

b

0
d

⎞
⎠ .

We know (Theorem 3) that σ2 = 1. Thus,

Q = Σ + UT x(V T y)T

=
⎛
⎝

σ1 + ab 0 ad

0 1 0
cb 0 σ3 + cd

⎞
⎠ . (7)

Clearly, the 2 × 2 matrix

Q2 = Q2(a, b, c, d) =
(

σ1 + ab ad

cb σ3 + cd

)
(8)

is orthogonal along with Q, and it has the same determinant.
Thus, the problem of computing the motion parameters

reduces to the diagonal, 2×2 case. Given the computed first
and third singular values

σ1 > 1 > σ3 (9)

of H , (suitably adjusted as above to enforce these relations)
determine the scalars a, b, c, and d so that Q2(a, b, c, d) is
orthogonal and has the desired determinant, namely Δ.

An orthogonal matrix of order 2 having positive determi-
nant is a plane-rotation matrix of the form
(

C S

−S C

)
(10)

where C = cos θ and S = sin θ . Any orthogonal matrix of
order 2 whose determinant is −1 is of the form
(

C S

S −C

)
(11)

for a sine, cosine pair.
While we already showed that none of the four scalars

can be zero, we now have another simple proof of the fact.
We claim that the off-diagonal elements of Q2 are nonzero,
which implies this. For if they, the sines, are zero, then the
diagonal elements, the cosines, are ±1. In order for this to
occur and in view of (9), we would need that both ab and cd

be nonzero, whence the off diagonal entries would also be
nonzero, a contradiction. And if the sines are nonzero then
by (8) none of the four parameters can vanish.

Suppose that Q2(a, b, c, d) has the desired properties.
We claim that Q2(−a,−b, c, d) has them as well. In the
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case that Q2 is a rotation, the sign change alters Q2 from
the plane rotation through the angle θ to the rotation through
the angle −θ ; it is still a rotation, orthogonal, with determi-
nant one. When Δ = −1, the change in the signs of a and
b again changes only the signs of the off-diagonal elements
of Q2, leaving it orthogonal with determinant −1. As none
of the four scalars is zero, this sign change represents an
actual change to the motion parameters R, x, and y. Thus,
when rank(B) = 2, the solutions to the basic problem come
in pairs. We need to prove now that there is just one pair that
satisfies (1), always up to mutual rescaling of x and y.

To do so we simply note that the requirements on Q2

amount to a set of quadratic equations, and that these ad-
mit exactly two real solutions. We have two equations cor-
responding to the form of Q2, either (10) or (11), and one
equation that amounts to C2 + S2 = 1. Because we know
that d �= 0, for the moment we take d = 1, and we renor-
malize later. Let Y ≡ 1 + b2 and let D ≡ σ1 − σ3. From the
assumption that Q2 is a plane rotation we derive the require-
ment

Y = σ 2
1 − σ 2

3

1 − σ 2
3

.

Thus, with Y uniquely determined, we have only two pos-
sibilities for b, namely b = ±√

Y − 1. It turns out that
c = D/Y is unique and a = −bc changes sign along with b.
Similar elementary algebra solves the case Δ = −1 as well.

Theorem 4 Let H have SVD (2) with distinct singular val-
ues satisfying (6). Up to reversal of the signs of x and y,
there are exactly two triples R, x, y with ‖y‖ = 1 sat-
isfying (1), corresponding to the two sets, (a, b, c, d) and
(−a,−b, c, d) of scalars for which the matrix Q2 of (8) is
orthogonal and has determinant Δ.

Theorem 5 A matrix is a ROPR if its second singular value
is one.

Proof Let H be the given matrix. There are three cases. If all
of the singular values of H are one, then Theorem 1 shows
that H is a ROPR. If exactly one of the singular values of H

differs from one, then Theorem 2 shows that H is a ROPR.
And if the second is the only one of H ’s singular values
equal to one, then Theorem 4 shows that H is a ROPR. �

Note that Theorems 3 and 5 are the two halves of a proof
that H is a ROPR if and only if its second singular value is
equal to one. An analog of this result holds for matrices of
arbitrary order. All the singular values except possibly the
first and last are one.

3 Finding the Closest ROPR

A measured homography might be corrupted by noise and
hence lose the ROPR property. How to recover it best? An
obvious question is whether one can compute the closest
ROPR to the given matrix H . A theorem of Nievergelt gives
us a convenient way to do this. Compute the SVD (2)–(3)
of H . If σ2 �= 1 then H is not a ROPR. To find the clos-
est ROPR, set σ2 equal to one, set σ1 to one of it is not
already greater than or equal to one, and set σ3 to one if it is
not already less than or equal to one. After this adjustment
of the singular values, the reconstituted Ĥ = UΣV T is the
ROPR closest to the given H in any unitarily invariant norm
(such as the Frobenius norm). This follows from a theorem
of Nievergelt [4]. When a is an n-vector we write D(a) for
the diagonal matrix of order n having the elements of a on
the diagonal.

Theorem 6 Let A be a given matrix, with SVD A =
UAΣAV T

A . Let a be the ordered vector of singular values,
a = (α1 ≥ α2 ≥ · · · ≥ αn), for which ΣA = D(a). Let ‖ · ‖
be a unitarily invariant matrix norm. Among all matrices
of the same shape as A whose singular values satisfy a
given set of linear equations, the closest approximation in
the given norm to A is the matrix B = UAΣBV T

A that has
the same singular vectors as A and whose singular values
ΣB = D(b) where the vector b = (β1 ≥ β2 ≥ · · · ≥ βn) is
nonincreasing, satisfies the given linear equations and is
closest to a among all such vectors. It is closest with re-
spect to the induced vector norm ‖u−v‖ = ‖D(u−v)‖, the
second quantity measured with the given matrix norm.

Our procedure for adjusting the singular values to en-
force the linear equation σ2 = 1 finds a sorted vector of sin-
gular values closest to the given computed singular values,
whether we are using the matrix Frobenius norm (for which
the induced vector norm is the 2-norm, and the closest vector
is ours, uniquely) or the matrix spectral norm, for which the
induced vector norm is the uniform norm, and our adjusted
vector is closest although possibly not uniquely so.

4 Computation of the Parameters

Let H = R − xyT be a given ROPR. How can we compute
the motion parameters?

We begin with the computation of the singular value de-
composition H = UΣV T . If the computed singular values
fail to satisfy (6) we adjust them to make sure that it holds.
This process is

1. If σ1 < 1 set σ1 = 1.
2. Set σ2 = 1.
3. If σ3 > 1 set σ3 = 1.
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This ensures that we are working with the singular values of
a ROPR, in fact to the ROPR closest to UΣV T .

The solution procedure, naturally, checks the singular
values, and considers three distinct cases. In each case, we
show how the four scalars a, b, c, and d are computed. The
vectors x and y are then obtained as x = aU(:,1)+ cU(:,3)

and y = bV (:,1)+dV (:,3), followed by rescaling to get the
desired normalization of y. Given the four scalar parameters,
we may determine Q from (7), and R as R = UQV T .

When all three of the singular values of H are one, there
are infinitely many solutions to the basic problem. In addi-
tion to indicating that this is the case, we can provide an
exemplary solution by taking

a = b = 0;
and

c = d = 0 when Δ = 1

while

c = −2, d = 1 when Δ = −1.

When σ1 > 1 = σ3 we compute

c = d = 0;
and

a = 1 − σ1, b = 1 when Δ = 1

while

c = −1 − σ1, b = 1 when Δ = −1.

When σ1 = 1 > σ3 we compute

a = b = 0;
and

c = 1 − σ3, d = 1 when Δ = 1

while

c = −1 − σ3, d = 1 when Δ = −1.

In the general case of rank(B) = 2, Tsai offered the fol-
lowing formulas for computation of the elements of Q and
the scalars a, b, c, d :

b = ±
(

σ 2
1 − 1

1 − σ 2
3

)1/2

,

C = σ1 + Δσ3b
2

1 + b2
,

S = ∓(1 − C2)1/2,

a = −S,

c = σ3 − ΔC,

d = 1.

The two solutions are obtained with the two choices for the
sign of b, the sign of S (and thus of a) is always taken to be
the opposite of the sign of b.1

There are several things to observe about these formulas,
from the numerical analysis viewpoint. First, square roots
are involved, and these may be costly. Second and more im-
portant, the occurrences of the differences of the squares of
computed quantities, such as 1−C2 and 1−σ 2

3 , is problem-
atic. Suppose that x is known to nearly full working preci-
sion Suppose, furthermore, that x is close to one: x = 1 − δ

and the difference δ is quite small. When we square x we
get 1 − 2δ + δ2, and if |δ| is smaller than the square root of
machine precision, then this rounds to 1 − 2δ. This roundoff
loses important information; the loss is revealed when we
compute the difference 1 − x2 = 2δ, which is now known
to only half of machine precision. When we take the square
root, we therefore get a result for which only half the digits
are meaningful. That these things lead to difficulties will be
shown by an example below. The problem at hand is in fact
one of solving a certain quadratic equation.2

The Tsai formulas can produce poor results in floating
point for matrices H that are close to orthogonal. Our cri-
terion is backward error; in other words, we want the com-
puted R, x, and y produce small residuals: ‖H −(R−xyT )‖
and ‖I − RT R‖.

All the computations reported here were done in Matlab
on a Pentium PC. On that machine, the machine precision is
>> eps

2.220446049250313e-016

This is the smallest floating-point number ε for which, in
floating-point arithmetic, 1 + ε > 1. It is an upper bound
on the relative error due to roundoff of all the individual
floating-point operations.

1Note that Tsai work with an arbitrarily scaled H , so that they do not
assume that σ2 = 1. Their formulas use σ2 explicitly, but what they
compute is unchanged when H and hence its singular values are di-
vided by the original σ2. So, in effect, we have given the Tsai formu-
las in their application to a matrix that has been rescaled to make it
a ROPR.
2The difficulties arising out of the use of textbook formulas in general
and for quadratic solvers in particular were described by Forsythe in
the 1960s [1, 2].
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We start with a ROPR whose singular values are all close to one.

H =

8.704900920846258e-001 -1.934310566425376e-001 -4.525830596792723e-001
2.129569923832601e-001 9.770290004164705e-001 -7.978204075402978e-003
4.437300068482838e-001 -8.943577959264387e-002 8.916865605979933e-001

(svd(H) - 1) / eps

5.000000000000000e+000
0

-1.500000000000000e+000

so σ1 = 1 + 5ε and σ3 = 1 − 3ε/2.
Using the Tsai formulas we compute

R =

8.704900824376416e-001 -1.934310571519026e-001 -4.525830780164072e-001
2.129569927869023e-001 9.770290002918595e-001 -7.978208561405749e-003
4.437300255795939e-001 -8.943577985229112e-002 8.916865512506879e-001

x =

3.818651214787898e-008
9.341961297641860e-009
1.946547264029802e-008

y =

-8.770580193070293e-001
-1.333886764133851e-002
-4.801992350881847e-001

There is no problem with orthogonality:

>> I - R’*R

1.110223024625157e-016 2.775557561562891e-017 5.551115123125783e-017
2.775557561562891e-017 -4.440892098500626e-016 -2.220446049250313e-016
5.551115123125783e-017 -2.220446049250313e-016 -2.220446049250313e-016

but there is a considerable problem with the residual:

>> H - (R-x*y’):

-2.384480246586662e-008 1.665334536937735e-016 9.992007221626409e-016
-8.597084266703803e-009 -2.220446049250313e-016 1.006139616066548e-016
-3.580365898203652e-008 -1.110223024625157e-016 4.440892098500626e-016

We have evidently lost half of the machine precision in the first column of the residual. Moreover, the computed R is not a
rank one perturbation of the input matrix H ; indeed:
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svd(H - Rt)

2.107342574994512e-008
2.107342383834948e-008
2.052743982474621e-016

The difficulty is with the formula for S. The correct S is
of size O(ε), but the roundoff in forming S2 = (1 − C2)

makes this quantity, which in exact arithmetic is O(ε2),
of size O(ε), whence we compute an approximate S of
size O(

√
ε).

How can we correct the problem? We shall give alterna-
tive computational formulas, that avoid the roundoff error
issues. The key is to work through the problematic roundoff
sensitive places in exact arithmetic (algebraic simplification
of the formulas). By algebraic simplifications, we avoid tak-
ing the square root of the difference of squares of computed
quantities that can be close to one another. Instead we com-
pute

b2 = σ1 − 1

1 − σ3

σ1 + 1

σ3 + 1
,

b =
√

b2,

d = 1.

If Δ = 1 then

c = (1 − σ3)(1 + σ3)

σ1 + σ3

and

a = −cb,

while if Δ = −1 then

c = (1 − σ3)(1 + σ3)

σ3 − σ1

and

a = cb.

We complete the calculation of R thus:

C = σ3 + c

and

R = UQV T

where

Q =
⎛
⎝

ΔC 0 a

0 1 0
cb 0 C

⎞
⎠ .

Note that the off-diagonal elements of Q2 are now computed
as the product cb rather than from the relation S = √

1 − C2,
avoiding the cancellation and loss of precision when S =
O(ε). It is easy to see that in the difficult case in which both
σ1 − 1 and 1 − σ3 are O(ε), the computed b = O(1) and
c = O(ε), so that the computed S = O(ε) as it should be.

5 Computation of the Parameters: Experiment

We tested the proposed procedures for a set of matrices gen-
erated so as to present some challenges to the software. We
formed ROPR test matrices by generating a pair of random
3 × 3 orthogonal matrices U and V , chosen by creating ran-
dom rotation matrices, and then negating the third column
of V in half the cases so as to get some with positive and
some with negative determinant. We specified the singular
values, keeping σ2 = 1 of course, and taking σ1 and σ3 ei-
ther far from, or very close to (a small multiple of machine
precision) or exactly equal to one. Although we begin with
specified singular values, we don’t give these to the soft-
ware. Rather we form H = UΣV T and present it. The sub-
sequent computation of the SVD of this computed H will,
due to roundoff in forming it and in computing its SVD,
yield slightly perturbed singular values. We view this as an
advantage, causing additional, and realistic, difficulties to be
presented to our code.

In tests on over 100,000 such randomly generated ma-
trices, our code never fails to produce accurate results. We
check the determinant of R, check its orthogonality by mea-
suring the largest element of RT R − I , and check the largest
element of the residual H −(R−xyT ). We have never found
a case in which the error exceeds 16ε where ε is the machine
precision. As above, the tests were done in Matlab running
on a Pentium PC.

The Tsai formulas were also tested in this way, and found
to suffer from a number of other failures. They fail with
a divide-by-zero if σ2 = σ3. They can attempt to take the
square root of a tiny negative quantity due to roundoff. Most
important is the failure illustrated above, in which the use of
the computation of a sine from the relation sin = √

1 − cos2

leads to the loss of half the working precision in cases in
which the correct rotation is very close to the identity.

6 Conclusion

We have described several noteworthy properties of the SVD
of a rank-one perturbation of a rotation, which is a matrix
of the form R − xyT with R a rotation. Using these facts,
we were able to show how to find the rank-one perturba-
tion of a rotation closest to a given matrix. And we were
have given numerically robust formulas that allow the effi-
cient and accurate computation of the parameters R, x, and
y given H = R − xyT .



J Math Imaging Vis (2009) 33: 1–9 9

References

1. Forsythe, G.E.: How do you solve a quadratic equation. Technical
Report CS 40, Stanford University (1966)

2. Forsythe, G.E.: What is a satisfactory quadratic equation solver? In:
Dejon, B., Henrici, P. (eds.) Constructive Aspects of the Fundamen-
tal Theorem of Algebra: Proceedings of a Symposium Conducted
at the IBM Research Laboratory, Zürich-Rüschlikon, Switzerland,
5–7 June 1967, pp. 53–61. Wiley-Interscience, New York (1969)

3. Householder, A.: The Theory of Matrices in Numerical Analysis.
Blaisdell, New York (1964)

4. Nievergelt, Y.: Schmidt-Mirsky matrix approximation with linearly
constrained singular values. In: Linear Algebra and Its Applica-
tions, pp. 207–219 (1997)

5. Tsai, R.Y., Huang, T.S., Zhu, W.-L.: Estimating three-dimensional
motion parameters of a rigid planar patch, II: singular value decom-
position. IEEE Trans. Acoust. Speech Signal Process. 30, 525–534
(1982)

Robert Schreiber is a distinguished
technologist at Hewlett Packard
Laboratories. His research inter-
ests include scientific computing,
sequential and parallel algorithms
for matrix computation, embedded
computer systems, and compiler op-
timization of parallel programs. Dr.
Schreiber received his PhD from
Yale University. He has held fac-
ulty positions at Stanford Univer-
sity and Rensselaer Polytechnic In-
stitute, was Chief Scientist of Saxpy
Computer Corporation, and was a
senior scientist at the NASA Ames

Research Center. Contact him at rob.schreiber@hp.com.

Zeyu Li has a Master’s Degree
in Pattern Recognition and Intelli-
gent Systems from Huazhong Uni-
versity of Science and Technology,
Wuhan, China, and a Master’s De-
gree in Vision Sciences from the
University of California, Berkeley.
He has worked at Microsoft Re-
search China, Beijing University,
the Lawrence Berkeley National
Laboratory, and is currently pursu-
ing a Ph.D degree in the EECS De-
partment at Berkeley. His research
interests and publications are in the
areas of statistical machine learning
and computer vision.

Harlyn Baker has worked in the
field of computer vision for about
three decades. From his early stud-
ies in Edinburgh, addressing 3D
stereo modeling and recognition,
through dynamic-programming stereo
work at Stanford, to developments
at SRI, where he co-invented Epipo-
lar Plane Image (EPI) Analysis
and created the first spatiotemporal
manifold representation process, he
has been an innovator in multiple-
image analysis. Applying his imag-
ing insights broadly, he has ana-
lyzed the structural implications of

fossil data (Lucy and her contemporaries), and performed the earli-
est simulated surgical procedures/surface manipulations from acquired
imagery. On leaving Interval Research Corporation in 2000, Harlyn
joined Hewlett-Packard Laboratories, where he has been developing
multi-camera systems in support of multi-participant videoconferenc-
ing and immersive 3D display systems.


	Robust Software for Computing Camera Motion Parameters
	Abstract
	Introduction
	Properties of a Rank-One Perturbation of a Rotation
	Finding the Closest ROPR
	Computation of the Parameters
	Computation of the Parameters: Experiment
	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


