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ABSTRACT

Traditional 1D and 2D barcodes provide high data density, but

they are visually jarring and require isolated white margins for

placement. In this work, we introduce new machine-readable

“smarts” for paper documents, called paper widgets. Unlike

barcodes, paper widgets have very small footprint (fraction of

a sq. cm.) and a human-readable component that provides

visual meaning. They can also be placed and extracted from

any position on the paper document, for instance, right beside

contents of interest. This paper describes in detail, the design

and implementation of the encoding, extraction, and decod-

ing of paper widgets. Constrained coding techniques are used

to combat the print-scan intersymbol interference (ISI), while

Gabor filtering and adaptive thresholding help extract widget

regions from a scanned document. Experimental evaluations

have revealed that paper widgets can be decoded from print-

ing/scanning operations with near-100% accuracy.

Index Terms— Machine-readability, Paper documents,

Gabor filter, Constrained coding, Print-scan ISI

1. INTRODUCTION

There has been growing interest in the use of barcodes with

printed forms, invoices and documents. Typically, the bar-

code acts as a container for machine-readable data, which is

then extracted and processed when the barcode is scanned.

Some well-known applications include digital postage for on-

line postal services [1], multimedia security [2], image recon-

struction using side-information [3], document and image se-

curity [4, 5, 6, 7], and automated forms processing [8]. Most

of these applications involve printing the barcode in isolated

white margins and then recovering the data upon scanning.

However, the look and feel of a barcode is considered to be

visually jarring. Moreover, the barcode means little to the hu-

man eye, and there is no way of spatially relating the data on a

barcode to specific portions/fields of a document. This might

be important if, for instance, only certain fields desired by the

user are to be extracted from a paper document.

In this paper, we introduce new machine-readable “smarts”

for paper documents, called paper widgets. Unlike 1D and

2D barcodes, paper widgets have very small footprint (around

0.5 sq. cm.) and a human-readable component that provides

visual meaning. They can also be placed and extracted in a

distributed fashion. For instance, paper widgets can be placed

right beside contents of interest as shown in Fig. 1. This must

be contrasted with the centralized placement required for 2D

barcodes, which typically lump all the machine-readable data

pertaining to the entire document on an isolated white margin

at the bottom of the page. Furthermore, the human-readable

component of paper widgets gives it an “icon”-like appeal,

which can provide meaning and context to the human eye. For

example, the email widget in the title area displays the icon

@, which indicates that the widget contains email-addresses.

Such an email widget can facilitate automatic extraction of

email addresses upon scanning, as opposed to the tedious

exercise of manually searching and then re-entering them

(especially with the long Indian surnames!).

In the rest of this paper, we describe in detail, how to

design and implement paper widgets. Clearly, the print-

ing/scanning distortions pose a considerable challenge for

our dual goal of small size and human-readability. Moreover,

our vision is to make the encoding, extraction and decoding

of widgets extremely light-weight so that they can be embed-

ded into printers/scanners/AiOs or even run on handhelds,

cameras, and smart phones.

****organization of paper to be filled; Simple, light-

weight operations such as Toeplitz encoding, Gabor filtering,

Sliding-block decoding, are used for widget encoding, extrac-

tion and decoding. This makes them amendable to embedding

in the device or in the printing/scanning software****

2. RELATED WORK

There exist several machine-readable symbologies today,

such as PDF417 [9], DataMatrix [10], Maxicode [11], dataglyphs

[12] and QR code [13], but none of them directly address

human-readability on small footprint. One variant of the QR



Fig. 1. Example document with various types of paper

widgets placed in a distributed fashion.

code called Micro QR code [13] is targeted at small foot-

prints, but it does not provide any visual significance for the

human eye. There are also a few efforts which are aimed

at embedding a human-readable icon or logo on top of a

QR code or any other 2D barcode. For instance, [14] uses

evolutionary computation algorithms to find positions for a

logo to be embedded in a QR code such that the decoding

is not affected. Other examples include [15] and virtual re-

ality applications as in [16], [17]. However, most of these

efforts support only certain specific icons. On the other hand,

techniques like [18], [19] support human input icons, but

have low data capacity. ****other efforts like VSB, EVSB,

Simske using base logos, tiles, bars etc****

The above-mentioned prior art can be cast into one of

two categories: either they attempt to embed human-readable

icons on already existing machine-readable symbologies,

or they attempt to convey information through the human-

readable icons themselves. Obviously, the latter approach

limits the amount of machine-readable content. The former

case again compromises on data density, but in an indirect

way. Embedding a logo/icon onto a 2D barcode, for instance,

is equivalent to simply overwriting the corresponding barcode

pixels. Thus, to maintain reliable decoding of the machine-

readable content, one has to accordingly reduce data on the

barcode. We believe that both these approaches are rather

round-about ways of providing joint human and machine

readability. In contrast, the design for paper widgets takes

a bottom-up approach, factoring-in both human-readability

and machine-readability while encoding the widget itself. We

provide a novel Toeplitz encoding with runelngth constraints

to combat the print-scan intersymbol interference (ISI), and

propose Gabor filtering with adaptive thresholding to identify

widget areas from the rest of the scanned document.

3. PAPER WIDGETS: DESIGN AND

IMPLEMENTATION

The paper widgets system consists of three modules: 1) the

encoder module (on the printing end), which encodes data

onto the widget, 2) the widget extractor module (on the scan-

ning end), which performs widget detection and extraction

from the scanned document image, and 3) the decoder mod-

ule (on the scannign end), which decodes the widget data. We

now describe each of the modules.

3.1. Encoder

The encoder design poses a combined challenge of human-

readability on small footprint, while at the same time ensur-

ing robustness against printing/scanning (PS) distortions. It

is well-known that PS operations cause inter-symbol interfer-

ence (ISI) due to their inherent low-pass nature [20]. This has

the effect of “smearing” neighboring pixels, thus posing fur-

ther challenges during decoding. The usual approach [21, 22]

is to guard against such ISI using a naive technique called

repetition coding. In a repetition code, each barcode pixel is

printed using several identical black/white pixels, so that the

entire group of repeated pixels is protected against ISI. For

example, each black (white) barcode pixel could be printed

as a 3 pixel × 3 pixel black (white) square. Equivalently, the

printer and scanner could be set at a higher resolution as com-

pared to the barcode image resolution, thus creating a repeti-

tion effect. Another implementation that is typically used, is

to scan the barcode at sufficiently higher resolution as com-

pared to the barcode image resolution.

However, it is well-known from the theory of digital com-

munications [23] that the repetitive code is a most primitive

and naive solution to combat ISI. In particular, the use of con-

strained coding can improve robustness against ISI, or equiva-

lently, increase the information density for any given ISI level.

Our novelty here is to model the ISI in the print-scan channel

for a particular Toeplitz structure that is chosen for the en-

coding. A Toeplitz structure is a square matrix in which each



descending-diagonal from left to right is a constant, as shown

in the example of Fig. 2(b). However, we impose an addi-

tional minimum runlength constraint of 3 to combat the PS

ISI. This means that a “strip” of black or white is at least 3

pixels wide, as seen again from the example of Fig. 2(b).

The encoder now has to map binary sequences to such an

ISI-resistant runelngth sequence. The encoder mapping for a

rate 1/3, (3, 5) runlength-constrained code is given in Table

??. It can be verified that the output sequence from Table

?? is constrained to only have ‘0’/‘1’ (black/white) runs of

length 3 bits, 4 bits, or 5 bits. A minimum runlength of 3

provides robustness against print-scan ISI, while a maximum

runlength constraint of 5 enables widget extraction using a

bank of four Gabor filters. This runlength limited sequence is

then written onto the BCDT widget structure. An example of

the runlength-constrained BCDT encoding is seen in Fig. 2 on

the left. Note that marker sequences of 6 bits are used, which

help in locating the four corners during decoding. Using a

constrained code instead of the repetition code offers several

advantages including robust widget extraction using Gabor-

filtering, and better system margins - which can be used to

reduce the widget size for a given data density, or to increase

the widget data density, or to reduce the decoding bit error

rates, or to suitably trade-off between all these factors.

A double-triangular structure is further used on top of this

constrained Toeplitz structure to double the storage capac-

ity. Thus, our design follows a Binary Constrained Double-

triangular Toeplitz (BCDT) structure, which can currently ac-

commodate around 10 to 15 data bytes (plus human-readable

icon) within an area of 0.5 sq. cm. An example of the BCDT-

based email paper widget is shown in Fig. 2(a). This is a

magnified version of the email paper widget shown in the ti-

tle area.

(a) Sample paper widget (b) A toeplitz matrix

Fig. 2. Sample paper widget and a toeplitz matrix

Such a BCDT structure has obvious advantages. In addi-

tion to offering PS resilience, the redundancy in the Toeplitz

structure can help simplify the extraction and decoding. For

example, it allows a simple Gabor-filtering approach for the

quick extraction of widget areas from other tables, logos,

figures, etc. which may be found in the scanned document

image. It also allows better estimation of pixel values dur-

ing decoding. However, the most beneficial outcome of

the BCDT structure is the human-readability. Any human-

readable icon/logo/character can simply be overwritten on the

central one-third of the widget area without losing any of the

encoded data by virtue of the Toeplitz structure. In the exam-

ple of Fig. 2(a), the icon ‘@’ conveys that it contains email

addresses. Thus, in our design, the central one-third of the

widget contains the human-readable icon and the remaining

two-thirds of the widget area carries the encoded data.

The rate 1/3 code described above helps achieve encod-

ing density of around 10 data bytes within the widget area of

0.5 sq. cm. We have also designed a greater rate 1/2 code,

which can increase the encoding density by 50% over the rate

1/3 code. While this rate-improvement can be used directly

to increase the data density, it could also be utilized in other

appropriate ways like reducing the widget size for given data

density, or to reduce the decoding error rates by adding more

error correction parities, or to suitably trade-off between all

these factors based on further application requirements. On

the other hand, one disadvantage of the rate 1/2 code is that

it has a greater maximum runlength of 8, which necessitates

the use of seven Gabor filters during widget extraction. Also,

the marker sequences are now 9 bits long.

3.2. Widget extractor and decoder

The widget extractor module works on the consumer side, and

provides fast and easy detection and extraction of paper wid-

gets from scanned documents. The Toeplitz structure pro-

vides spatially localized spectral features, which can be ex-

tracted using a bank of Gabor filters. The traditional Gabor

filter is a sinusoidal signal of particular frequency and orien-

tation that is modulated by a Gaussian envelope. For accurate

widget extraction, sinusoids of frequencies 1/3, 1/4, 1/5, and

1/6, were chosen. The absolute values of the response of the

four filters are summed and normalized to get the final re-

sponse.

As the widgets contain black and white stripes, the Ga-

bor filter response at the widgets is subsequently higher than

any response coming from the document textures or print-

scan variations. We adaptively threshold the Gabor filter re-

sponse in order to robustly detect the widgets. At the correct

threshold, the number of squares detected attains a plateau,

and the difference between the number of connected compo-

nents extracted and the number of squares detected, attains

a minimum. For up to 20 thresholds between the mode and

the maximum of the Gabor filter response, the absolute differ-

ence of the number of components extracted and the number

of squares extracted is plotted, and the correct threshold is

where the above graph attains its first minima. The approach

is illustrated in Fig. 3 and Fig. 4. The proposed method guar-

antees that we always find the right threshold to extract all

widgets in the document, irrespective of background textures

or print-scan variations.

After the proposed optimal thresholding, morphological



closing operation is performed to fill the gaps with a circular

structural element of 6 pixels. Here, we note that the one-

third region around the base icon is circular, where there is no

Gabor filter response. As the circular structure allows maxi-

mum surface area for the regions having Gabor filter response,

the structuring element of 6 pixels is sufficient to close the

gaps and the widgets are extracted as square connected com-

ponents. This parameter could also be tuned to the document

image resolution. To reduce the computational complexity of

Gabor filtering, the filtering is done on a downsized image.

The location of the widgets in the original resolution image

is further tuned utilizing the 3-pixel wide quite zone in the

image. For each of the connected components, the horizon-

tal and the vertical projection profile is found to locate the

quite zone around the columns and rows, respectively. If the

quite zone is not found in either the top, right, bottom or left

boundaries, the widget boundary is appropriately adjusted to

include the quite zone. The proposed block diagram for the

widget extractor is shown in Fig. 5.

After extraction, the widget data now has to be de-

coded. This involves corner detection, auto-calibration of

B/W thresholds (for printer/scanner independence), followed

by soft-detection and runlength checks and finally Viterbi

decoding as shown in Fig. 6. For cases where the Viterbi de-

coder might be prohibitively complex, we propose a heuristic

sliding-block decoding algorithm that trades-off BER with

complexity. We skip the associated details here due to lack of

space.

4. EXPERIMENTAL EVALUATION

We have carried out extensive testing of paper widgets over a

testset comprising of business forms, invoices, and purchase

orders. As a test of robustness, three different document

background shades were used - white, light, and dark back-

grounds. On the whole, we encoded, extracted, and decoded

around 200 widgets on 35 different base documents with

different background shades. Table VI captures the results

of our experiments using HP Laserjet 9040 for printing at

the producer end, and HP Scanjet 2400 for scanning at the

consumer end. By virtue of the decoder auto-calibration (pre-

processing Step 2), the performance should not significantly

vary if other printers and scanners are used.

In Table VI, widget extractor accuracy is defined as the

percentage of the number of widgets that were correctly ex-

tracted. We did not encounter a single extraction failure (false

negatives or false positives), which suggests that our widget

extractor module is robust against all base documents and

backgrounds.

Decoder accuracy is defined as percentage of the num-

ber of widgets decoded correctly from amongst the extracted

widgets. Recall that each widget can encode upto 10 or 15

bytes of data (depending on the constrained coding used).

In our computations, we declare a decoding failure for the

Table 1. Experimental results of testing paper widgets

Background / extractor Decoder Data

Module Widget accuracy(%) accuracy(%) BER (%)

White background 100 97.8 1.74

Light background 100 97.8 0.65

Dark background 100 95.0 1.25

entire widget even if one bit of data is incorrectly decoded.

While this is a useful practical measure of performance, the

decoding error rates are better illustrated by the byte error rate

(BER), which is defined as the percentage of data bytes that

are incorrectly decoded. The data BER is also given alongside

for comparison.

The accuracies listed in Table VI are obtained, in each

case, by averaging over several paper widgets, each of size 0.5
sq. cm and carrying 10 bytes of data. As a comparison, the

required size of a PDF417 barcode is 1.5 sq. cm and that of

the QRcode is around 1 sq. cm, to store 10 bytes of data. Dur-

ing our experiments, we also noted that while paper widgets

could easily be placed anywhere on the document, the larger

size of the PDF417 and QRcode meant that they could be

placed only along isolated spaces or document margins. Such

a distributed placement adjacent to document content is an

important differentiator for paper widgets. Furthermore, un-

like the PDF417 and QRcode, the human-readable base icon

provides meaning and context to the data carried by the wid-

get.
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