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Exploratory search or browsing interfaces to digital video have
traditionally followed the approach of navigating a pre-computed index 
based on content analysis, annotational metadata, or both. Examples
include video storyboards, video skims, etc. We propose a new paradigm
for exploratory video search based on augmenting video playback with
metadata channels and flexible playback modes. Our method uses content 
analysis as well as optional user input to determine higher semantic
importance segments of video and varies the playback rate of video
accordingly. A past and future keyframe buffer as well as a fluid user 
control interface allow the user to keep track of the video while still
moving through it at high speed. Preliminary results in this ongoing
project are presented. 
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ABSTRACT
Exploratory search or browsing interfaces to digital video
have traditionally followed the approach of navigating a
pre-computed index based on content analysis, annotational
metadata, or both. Examples include video storyboards,
video skims, etc. We propose a new paradigm for exploratory
video search based on augmenting video playback with meta-
data channels and flexible playback modes. Our method
uses content analysis as well as optional user input to de-
termine higher semantic importance segments of video and
varies the playback rate of video accordingly. A past and fu-
ture keyframe buffer as well as a fluid user control interface
allow the user to keep track of the video while still moving
through it at high speed. Preliminary results in this ongoing
project are presented.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Algorithms, Human Factors

Keywords
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1. INTRODUCTION
Efficient access to large digital video collections is a known

and increasingly important information management prob-
lem. The media information retrieval community has tradi-
tionally solved this by video indexing—the analysis of video
into scenes and shots, the determination of one or more rep-
resentative keyframes for each shot and the creation of a
storyboard, or visual index, of keyframes. Video browsing
then involves the user navigating this storyboard to access
the segment(s) of interest. Another approach has been the
creation of video skims [2] which use multiple channels of in-
formation extracted from a video, such as keyframes, audio
signal, closed–caption transcript, etc.

While these approaches have their merits, they have one
large downside: they convert the experience of viewing video
into a static one of navigating an index. The storyboard ap-
proach in particular is inflexible in that it assumes a perfect
index is created. If the scene or shot segmentation is incor-
rect or the keyframe selection imperfect, there is no way for
a user to be aware of it and recover from the system’s error.

We propose an exploratory search mechanism for digital
video that involves augmented fast playback. In Section 2
we describe the idea and its motivation. Section 3 covers the
use of automatically–generated and optional user–supplied
metadata channels. The control interface is described in Sec-
tion 4. Our implementation and preliminary results of using
our method on a small data set are presented in Section 5.
Relevant prior work is cited in Section 6. A discussion and
plans for future work are contained in the conclusion.

2. MOTIVATION AND OVERVIEW
Large digital video collections are increasingly being made

accessible to people due to increased device storage, net-
work transmission bandwidth capabilities and playback de-
vice processing capabilities. Some of this video is heavily
annotated by professionals, for example video created in the
entertainment and broadcast industries. An increasingly
larger portion of video however is being created by con-
sumers to preserve their personal memories, to share with
others online or as a means of self-expression. These video
files have less metadata but share the same problem of being
a linear medium.

Standardization efforts such as MPEG-7 have created means
to express video metadata, both content-based and other-
wise, in a very general and flexible manner. Automatic
methods to create the metadat are still lagging which is
why the standards are not much used. However, our the-
sis is that even in the presence of rich metadata, such as
either from professional annotation, content analysis or by
collaborative tagging by a human community, the current
state of the art in video search only results in the retrieval
of one or more video segments for playback in response to a
query. These video segments are still browsed, experienced
or played back in the traditional way. There has been less
work on how to use whatever metadata is available to im-
prove the exploratory search or browsing experience with
digital video.

This paper deals with how to use metadata for digital
video to improve the exploratory search, or browsing, ex-
perience. Our intuition is that video playback can be aug-
mented to make it akin to a visualization experience by using
metadata channels that are created, both offline and online,
in combination with realtime user control. We adopt a se-
quence of principles in designing this system:

• Fast browsing can beat search for medium or small-
sized collections: our approach is not intended to scale
to querying extremely large video stores. In those cases
a pure query system makes sense. It is instead targeted



toward a person or family’s personal video collection
which is likely to be of the order of at most a few
hundred hours.

• Instead of creating a detailed browsing index, rely on
the human visual system’s capacity to grasp the se-
mantic content of images quickly and provide the user
with fast tools for browsing based on extracted meta-
data.

• Any automatic method of extracting metadata from
video is going to fail sometimes with both false positive
and false negative errors.

• Give the user control and fallback modes so that algo-
rithmic errors can be compensated for by the human
if need be.

We assume that some measure of the interestingness of
the video is available. This may be obtained by some com-
bination of traditional video content analysis, including face
detection, temporal segmentation, image frame quality mea-
sures and the like; user supplied metadata such as favorite
points obtained either explicitly or transparently by user
tracking; and collaborative filtering or social tagging where
the explicit tagging or implicit playback behavior of a com-
munity enriches the video with another metadata channel.

Given such a measure, the playback rate is dynamically
altered from normal to extremely high–speed adaptive to
the current interestingness as well as user input. Ideally,
boring, unimportant portions of the video will be played
back at high speed, essentially skipping most of the frames,
while important segments are played at more normal speeds.
If the experience can be made seamless and fluid, the user
may be able to glean almost all the value from the video
while spending only a fraction of time viewing it. Methods
to determine important segments of the video are presented
in the next section.

We propose to use extremely high–speed playback (of the
order of 100x) to solve the information overload problem
inherent in many hours of linear video. This could raise
issues of its own related to human short term visual memory
and cognitive load associated with trying to keep up with
rapid changes. Therefore we also use a context display to
tell the user, effectively, what just happened and what is
about to happen in the video. This is covered in Section 4.

3. METADATA CHANNELS
As mentioned above, the interestingness value for the cur-

rent playback point in the video is used to determine the in-
stantaneous playback rate. This interestingness value is de-
rived from the three different sources of metadata mentioned
above: automatic analysis, user annotation, and social. We
refer to sources of annotation for a video as a metadata chan-
nel to emphasize the similarity to audio, graphical effect, or
other parallel tracks used in digital video editing.

In our current implementation we use an automated video
content analysis module. Given an input video file, this
performs shot change detection and face detection and gen-
erates a metadata channel with these events tied to frame
number. These video events are used to select the keyframes
that will be displayed in the keyframe context buffer. The
keyframe information can also be used to determine the im-
portance level of a segment.

Figure 1: Illustrating metadata channels combined

to compute emphasis

In addition to automatically generated metadata channel
we allow the overlay of a user annotation metadata chan-
nel. Our current implementation uses the open source video
player Mplayer which as a facility for the user to mark points
in video. We adapt this feature to allow the user to mark
segments as favorites or as being of high importance or al-
ternatively as unimportant. These two metadata channels
are combined with any social usage metadata (other people’s
annotations) to generate the per-frame importance level.

4. THE CONTROL INTERFACE
In any system that attempts to compact or select infor-

mation for faster browsing by a user there is an increased
emphasis on certain items or portions of data (those that
are selected for representation) and a decreased emphasis
on the elided portions. The problem with any automatic
scheme to determine which portions are which is that the
algorithms may make errors. This could be because of clas-
sification errors, such as marking a face where there is none,
or vice versa. But it could also be because the assumption
embedded in the algorithm, that faces are important, is un-
true for a particular user. Therefore we need to provide a
mechanism for the user to override and possibly invert the
systems judgement. The system should be able to fallback
to a mode where it does no compaction whatsoever. And
ideally the user can move fluidly between a range of modes.

Given a set of metadata channels such as described above,
we have a sparse list of events in the video. The default base-
line behavior of the system is to play video marked unim-
portant at high speed, by seeking ahead a certain number
of frames and to play important segments at normal speed.
However, the user may disagree with the systems notion of
importance. In addition the user may wish to increase or de-
crease the overall speedup. To allow this we have designed a
control interface with two axes shown in Figure 2. This de-
picts a two-dimensional input control space that the user can
specify. The co-ordinate on the horizontal axis controls the
negative emphasis placed on unimportant segments, i.e. it
represents the amount of speedup of the video for unimpor-
tant segments while the vertical co-ordinate determines the
relative emphasis placed on important segments. Note that
increasing the positive emphasis while keeping the negative
emphasis constant results in a lower interestingness thresh-
old being required for normal speed (emphasized) playback.
These axes are mapped to the position of the mouse within
the software player video window. The user can thus con-
trol both the overall and relative speedups. Positioning the



Figure 2: Design of the user control space

Figure 3: The augmented player interface

mouse at the center of the control UI nullifies all system
playback rate adaptation and reduces the display to normal
video playback. Moving horizontally increases the speedup
of uninteresting portions of the video. In the bottom left
quadrant, the system’s ideas of importance and unimpor-
tance are reversed.

A buffer of keyframes is displayed along the vertical mar-
gins of the player window. The keyframes are those from the
past (i.e. recently played) and the future (yet to be played).
Buffering the keyframes of the past allows the user to review
content that has been played at high speed and if desired,
to go back to view that content. This is useful both to give
the user context and for her to recover if the system has
incorrectly labeled a semantically important video segment
as unimportant.

5. PRELIMINARY RESULTS
Our current implementation uses the open source video

player Mplayer’s video filter architecture. A photograph of
the augmented video player display is shown in Figure 3
playing back a roughly one hour home video file.

The user experience based on our own playing with the
prototype on a small set of home video files is satisfactory
with scope for planned improvements. The method does
allow one to skip through the boring portions of a video
while still watching the interesting portions at normal speed.
If keyframes are detected for short unimportant segments

that are skipped over then the viewer gets a sense of them as
well. Currently we do not impose a constraint that skipped
segments must contain a minimum positive definite number
of keyframes but this may be a useful feature.

Direct access to past or future keyframe segments by click-
ing on the keyframe proves to be very useful. After click-
ing on the keyframe, the system can optionally boost the
emphais on the segment containing the keyframe. This be-
comes an online implicit annotation by the user on the se-
lected segment. The user can mark points as being inter-
esting via a keyboard interface. These points are saved to a
metadata file and are re-used the next time that video file
is played.

One assumption of this work is that the video is stored
locally and thus high-speed playback is not subject to the la-
tencies that would be apparent in network playback, at least
over networks and media applications that are not aware of
each other. Even with local video, the need to read ahead in
order to fetch future keyframes creates issues with decoding.

There are issues with breaking the traditional video play-
back model. Video playback relies on psychovisual image
retention in order to maintain the feeling of continuity. By
skipping intermediate frames we are increasing the dispar-
ity between consecutive images. If one focuses on the video
this can be very slightly jarring, although not terribly so.
The user always has the option to revert to watching the
keyframe buffer as a surrogate instead.

A bigger problem is audio. Rapid skipping when playing
back at high speed results in chopped audio segments being
played back. While this gave the viewer a better sense of
the video, it did create a somewhat jarring effect. One solu-
tion would be to mute the audio while playing back at high
speed. However this violates our design principle of giving
the user as much contextual information as possible. An-
other solution being considered is to allow the audio track
to fall out of synchronization briefly while skipping ahead
with the video. Playing back a certain minimum number
of consecutive audio data packets segments before allowing
a resynchronization should result in more complete audio
fragments.

6. RELEVANT PRIOR WORK
Indexing digital video for browsing has generally been

achieved in the past by the creation of storyboards. The
video is analyzed to detect shot changes, scene changes, and
representative keyframes [9]. The keyframes may be clus-
tered or otherwise arranged hierarchically [1, 9] or laid out
according to importance [6]. This static browsing index is
presented to the user and clicking on a keyframe results in
a jump to the specified segment of video.

While a static index has many advantages, not least that
it can be printed and used as an index for physical media,
it does drop a lot of information in order to be compact
and manageable. There is also the experiential downside
of converting video to images. Studies comparing static to
dynamic visual indexes have found that on measures other
than object recognition, static presentation was no better
than dynamic presentation [4].

Other representations of video indices include the Video
Skim [2]. A video skim is a compacted version of a video
formed by retaining segments with high importance, typi-
cally identified on the basis of a closed caption transcript
or speech recognition as well as face detectors and motion



analysis and removing other segments. In principle this is
similar to our use of metadata to highlight interesting seg-
ments. However, the video skim is still played back essen-
tially as a series of short clips with no context of past or
present. Since less important segments are completely re-
moved, there is no way for the user to override the system’s
opinion of importance.

Rapid Serial Visual Presentation (RSVP) methods have
been proposed for navigating multiple kinds of information [7],
especially on constrained screen devices [3]. In particular
they have been used for browsing large image collections as
well as video browsing [5]. In the latter case, keyframes
were statically selected and then displayed in rapid succes-
sion. Experiments were performed to test gist determina-
tion, object recognition and action recognition. Our work
differs from this approach in two ways: we use actual video
frames, not keyframes, to display directly. Keyframes are
used only to provide context in the past and future. Addi-
tionally, the user has complete control over the current play-
back rate. If the user reduces the overall speedup to 1, then
every frame becomes a keyframe and the method defaults
to normal video playback. The user may also choose to re-
verse playback. These two refinements, the keyframe buffer
and user control, alleviate one of the issues with RSVP and
related techniques generally—that they impose a high cog-
nitive load on the user.

A dynamic (varying spatial layout) RSVP technique for
consumer video was presented by Wittenburg et al [8]. A
variety of different 3-D effect trails were used to present the
user with context in both past and future with a maximum
speedup of 11 times realtime. This is similar to the use of
the keyframe buffers in our system. It is however an image,
i.e. keyframe, based RSVP method which does not revert
to normal video playback under user control.

7. CONCLUSIONS
We have presented a new technique for scalable exploratory

search of digital video via metadata–augmented video play-
back. It uses content analysis and user annotation to deter-
mine the importance of portions of a video file and varies
playback rate adaptive to the importance. It display past
and future keyframe buffers to provide context to the user
in the form of keyframes, which is especially useful in the
case of high–speed playback. It differs from prior work in
the use of a novel control interface to allow the user to en-
hance, override or invert the system’s notions of importance
and to revert to normal playback. Preliminary results on a
small dataset are presented.

Our ongoing work on this project involves making the
user interface smoother, handling audio in a better way and
performing user studies to refine the prototype. Future en-
hancements may include the use of metadata channels from
other users in a collaborative filtering approach.
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