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Abstract

We describe a method for identifying different writing
styles of online handwritten characters based on cluster-
ing. The motivation of this experiment is to develop auto-
matic characterization of different writing styles that arise
due to variation in stroke number or stroke ordering. An ef-
ficient agglomerative hierarchical clustering technique with
the nearest neighbor approach was implemented to cluster
strokes. The results obtained from our experiment indicate
that the resulting prototypes are unique and essentially cap-
ture different writing styles.

1. Introduction

Online handwriting recognition refers to the problem of
interpretation of handwriting input captured as a stream of
pen positions using a digitizer or other pen position sen-
sor [2, 4]. Many recognition algorithms are based on the use
of prototypes that represent different writing styles for the
same character. The recognition accuracy deteriorates if the
prototypes do not represent the actual writing styles. The
identification of different writing styles of the same char-
acter is useful for the training of such algorithms, besides
being generally for the design of algorithms and features
for handwriting recognition.

A common approach for detection of writing styles is
to cluster entire entire character samples for each class [8].
But this approach of clustering loses commonality in
strokes between different writing styles (i.e, same stroke oc-
curring across different writing styles ). In this effort, we
focus on the stroke level to capture different styles of writ-
ing the same character. In particular, we use a hierarchical
clustering method to cluster strokes of a character. Based on
the cluster models, the system automatically builds models
for each character.

The paper is organized as follows: Section 2 describes
the preprocessing technique used. The clustering technique
employed is described in Section 3. Section 4 explains

the automatic modeling of different characters. Section 5
presents some experimental results. Some conclusions and
future directions are presented in Section 6.

2. Pre-processing

Pre-processing is required in order to compensate for
variations in time and scale, and can be broken down into
the steps of smoothing normalization and resampling [7].

Smoothing is performed to reduce the amount of high-
frequency noise in the input resulting from the digitizer
or tremors in writing. A low-pass filter is employed for
smoothing. In our scheme, each stroke is smoothed inde-
pendently and care is taken to preserve the end points.

To eliminate variability due to translation and compen-
sate for size differences, size normalization is carried out.
The characters are centered and rescaled. In the process of
rescaling, the bounding box of the character is computed.
The character size is normalized to unit square. The aspect
ratio is retained if the aspect ratio of original character is
above a threshold.

Re-sampling is performed to obtain a constant number
of points that are uniformly sampled in space, whereas the
input data is the result of uniform sampling in time. In this
process,the original points are replaced with a new set with
constant spacing using piece-wise linear interpolation. The
result of pre-processing is a new sequence of points [xi, yi]
of constant length, of constant scale and regularly spaced in
arc length.

3. Clustering

For automatic characterization of writing styles, it is
necessary to have an unsupervised classification technique.
Clustering addresses this problem. Clustering at the charac-
ter level is quite common [8] but it does not capture the
commonality in strokes between writing styles. For in-
stance, consider the character in Figure 1(a). If this char-
acter were written in two styles with different stroke order



as shown in Figure 1(b) and 1(c), the samples would be di-
vided into two different clusters as the feature vectors would
be different. The training data would contain separate clus-
ters for each of these. But the second stroke of style 1 and
first stroke of style 2 are the same, and similarly, the first
stroke of style 1 and second stroke of style 2 are identi-
cal. This information is lost in character level clustering.
To avoid this problem, we employ clustering at the stroke
level.

(a)

(b) (c)

Figure 1. Two different writing orders for the
same character ka from the Devanagari script

There are different clustering techniques proposed in the
literature. In this effort, we experimented with the agglom-
erative hierarchical clustering technique [3] based on the
nearest neighbor approach. The agglomerative hierarchical
clustering starts by considering each object as a cluster and
progresses by merging nearest neighbors. At each step, the
two clusters which minimize the inter-cluster distances are
merged. The inter-cluster distance is defined as the distance
between the nearest neighbors of the two clusters as shown
in Figure 2. At each level, the number of clusters decreases
by one .

Figure 2. Inter cluster distance

3.1. Efficient Clustering

The classical hierarchical clustering technique has a high
complexity of O(n3) for c << n where c is the num-

ber of clusters required and n is the number of objects
that need to be clustered. In our experiment we designed
a more efficient method which reduced the complexity to
O(n2 + nlog(n)) (which is essentially O(n2)). This re-
sulted in an appreciable increase in the performance and re-
duction in clustering time.

The algorithm is as follows

BEGIN
Initialize n, c and t = n

Compute inter-object distances [O(n2)]
Put them in a map (key = distance, value = pair )
Sort this map based on inter-object distances [O(nlog(n))]
Traverse the map as [O(n2)]
do

if(two data objects are in different clusters)
Merge clusters
Decrement t by 1

else
Continue

while(t! = c)
END

3.2. Stopping Criteria

One of the most common problems encountered with
clustering is deciding upon the number of clusters, i.e. the
stopping criterion. We experimented with various meth-
ods like Bayesian Information Criterion(BIC) [1], Average
Silhouette [5], Point of Maximum Second Derivative, L-
method [6] etc.

Figure 3. Number of clusters versus merging
distance

In the BIC approach, the BIC value is evaluated for
each cluster. In agglomerative clustering, two clusters are



merged only if the merging increases the BIC value. This
approach assumes a multivariate Gaussian distribution for
each cluster. Since we did not have enough samples in each
cluster, we could not use BIC as the stopping criterion. The
Average Silhouette is a function of intra-cluster and inter-
cluster similarities. Being a global measure, it could not
capture the within stroke variations between similar look-
ing strokes.

The other two methods ( Point of Maximum Second
Derivative and L-method) are based on the plot of the num-
ber of clusters versus merging distance curve (see Figure
3). The first method determines the number of clusters by
identifying the point that has the largest second derivative
in the curve. The L-method finds the boundary between the
pair of straight lines that most closely fit the curve.

The clustering is performed at the stroke level using Eu-
clidean distance measure with L-method as stopping cri-
terion. Singleton clusters are considered as outliers (they
are either very specific styles or noisy data). The character
samples containing outlier strokes are rejected. The clus-
ters formed for the character in Figure 4(a) are shown in
Figure 4(c).

(a) A Devanagari character

(b) Different samples of the character

(c) Stroke clusters formed

(d) Derived character models

Figure 4. Stroke level clustering and model
generation

4. Character Modeling

The previous section described how the stroke clustering
was carried out. In this section, we discuss the automatic
characterization of different writing styles for a character
class.

Once the stroke clusters have been formed, each valid
sample (that does not contain an outlier stroke) of a charac-
ter is taken. These samples contain the sequence of strokes
that originally formed them. The strokes are now present in
different clusters and hence each stroke is assigned its cor-
responding Cluster ID. This assignment of stroke to Cluster
ID is done for all the samples. Now, each sample can be
represented by a sequence of Cluster IDs. To determine the
styles in writing a character, we determine the set of unique
sequences of Cluster IDs. This set is essentially the char-
acter model. In other words, this set represents the ways in
which the character could be written. Figure 4(d) shows the
model for the character shown in Figure 4(a).

5. Experimental Evaluation

The experimental evaluation of the above techniques was
carried out using word samples of the Devanagari script.
The data was collected from six writers (60 words, 5 sam-
ples/word) and annotated at the character level using a set
of 99 character labels that correspond to basic constituents
of the script (vowels, consonants, modifiers and half con-
sonants). The strokes from different samples of a character
class were clustered using the efficient agglomerative hier-
archical clustering described in Section 3. The L-method
was able to determine the number of clusters relatively ac-
curately whereas the Point of Maximum Second Derivative
was sensitive to outlier strokes. Results using these methods
are compared with the number of natural clusters(manually
determined) in Table 1.

Singleton clusters generally represent unusual/outlier
stroke samples and hence the character samples containing
them were rejected. Once the clusters were formed, char-
acter models for each character were derived as explained
in Section 4. Figure 5 shows character models derived for
some of the characters.

6. Conclusions

In this paper, we investigated efficient agglomerative hi-
erarchical clustering of handwriting samples at the stroke
level for the identification of unique writing styles. The
number of clusters determined using the L-method was
comparable with the number of natural clusters. Once the
strokes were clustered, the character models were automati-
cally derived by extracting the unique Cluster ID sequences.



Figure 5. Character models for two classes
from Devanagari

Table 1. Number of clusters determined by
various methods

Number of clusters
Manual Largest Average

Symbol inspection second Silhouette L-method
derivative Method

7 5 5 7
7 3 5 7
3 3 4 3
10 4 8 10
3 1 1 4
7 4 6 6

8 3 4 7

Although our experiments were carried out on character
samples from the Devanagari script, it does not use any
script-dependent features. Hence, the technique may be
readily extended to other scripts.

Currently the clustering technique employs the Eu-
clidean distance measure for determining inter cluster dis-
tance. Other distance measures like DTW (Dynamic Time
Warping) distance can be experimented with.

We are currently developing a word recognition engine
for the Devanagari script, which uses the character models
derived using the techniques derived. The accuracy of the
recognition engine trained on these character models may
be used to benchmark the performance of our technique and
the different stopping criteria in quantitative terms.
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