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ABSTRACT

The initial systemload (ISL) capability of Digital's

| ayer ed- product POLYCENTER Software Distribution (formerly known
as RSM version 3.0 provides OpenVMS system managers with a
network-di rected tool for perform ng automatic operating system
sof tware upgrades. The design of the POLYCENTER Software

Di stribution product integrates a nunber of new and varied
software architectures to performthe ISL. A description of the
POLYCENTER Sof tware Di stribution inplenentation of the ISL for
the OpenVMS operating systemdetails the steps of the ISL
process. The software's nmodul ar | SL nechani sm can be expanded for
use on other Digital and non-Digital operating systenms and

har dwar e pl at f or ns.

| NTRODUCTI ON

The POLYCENTER Software Distribution version 3.0 product provides
automatic, centrally delivered, network-directed operating system
sof tware upgrades through a process called the initial system
load.[1l] The terminitial systemload (ISL) has existed for a
nunber of years in various forns and has come to descri be the act
of | oading the operating system software onto brand-new (virgin)
systenms wi thout the need for locally attached tape drives or

ot her renovabl e nedi a devices. This term nore | oosely applied,
may al so be used to describe other operations such as operating
syst em upgr ades.

The | SL technol ogy provi des many advantages over the traditiona
means of perform ng upgrades. Typically, upgrades are perfornmed
one systemat a tine, at each console by the system manager, who
must maintain the correct set of installation nmedia for each
client system s unique set of peripherals and answer each
guestion as the upgrade procedure pronpts. In a network managed
by the POLYCENTER Software Distribution product, operating system
upgrades are perforned sinultaneously. Any nunber of |SL
operations can be invoked by using a single installation nedium
and often by issuing a single conmand. In addition, the ISL
mechani sm can be used for system di sk nai nt enance operati ons,
such as upgrade, replacenent, replication, backup, or

conpr essi on.

The POLYCENTER Software Distribution product can be extended for
use with non-Digital operating systens and hardware platforns al
controlled fromits one user interface. In nbpst cases, no backups



need be performed on the clients' systemdisks. A halted client
system of course, nust be |launched into the first step manually.

Thi s paper describes the POLYCENTER Software Distribution version
3.0 product. It begins by discussing the software environment and
the software technol ogi es used by the | SL process. It then states
the project team s goals for the product. The paper next relates
the I SL schene inplenented by the POLYCENTER Sof t ware

Di stribution version 3.0 product for the OpenVMS operating
system The paper concludes with a discussion of the details of
expanding the ISL to other platforns. It is assumed that

candi date operating systens are capable of at |east sinple
task-to-task comuni cation through the DECnet network (or sone
enul ation), but other comrunication nechani snms coul d be devised

i nst ead.

SOFTWARE ENVI RONMENT

The POLYCENTER Software Distribution product defines operating
system software as everything on the volune that is typically
called the systemdisk. This includes boot files, data files,
configuration files, utilities, conpilers, |ayered products, and
custoni zations. It even includes user directories, if they exist
on that system di sk.

The POLYCENTER Software Distribution product allows the

i ndi vi dual operating systemto deternm ne the definition of
upgradi ng the operating system software. For the OpenVMS
operating system upgrading could nean the conpl ete repl acenent
of the contents of the system di sk volunme, including the
utilities, conpilers, database, and custom zations. For the
OpenVMS AXP operating system it could also nean the
installation, w thout touching the rest of the volunme, of only
new y acquired OpenVMS operating systemfiles and i mages. For
other platforns, it could nean any one of several other

techni ques. Each platform can define what is needed to perform
operating system upgrades or installations.

A network managed by the POLYCENTER Software Distribution product
consists of one or nmore centrally | ocated server systems; each
server is responsible for performng certain operating system

mai nt enance functions on its assigned set of client systens. The
server systemruns the OpenVMS operating system Client systens
run any of a nunber of operating systens. The POLYCENTER Software
Di stribution version 3.0 software supports backups, user

aut horizations, and | ayered-product installations for clients
runni ng the VAX VMS, OpenVMsS VAX, OpenVMS AXP, and ULTRI X
operating systens. The software includes support for |ISL
procedures to clients running the VAX VM5, OpenVMS VAX, and
OpenVMS AXP operating systens. The software's | SL architecture,
however, supports expansion to other operating systens and

pl at f orns.



DESI GN OF THE POLYCENTER SOFTWARE DI STRI BUTI ON PRODUCT

The design of the POLYCENTER Software Distribution version 3.0
product integrates a nunber of new and varied software
architectures. The software devel opment required the cooperation
and synchroni zation of two |ayered-product and two operating
syst em devel opnent groups.

Sof t ware Technol ogi es

No single software technol ogy is capable of automatically
upgradi ng system di sks. Several nust be used in conbination. A
bri ef description of a nunber of such technol ogies that could be
used to i nplenent the | SL process foll ows.

o] Mai nt enance Operations Protocol (MOP) is a network
protocol used to downl oad system software into the nmenory
of adjacent network nodes.

o] Renpte triggering enables one client systemto cause
anot her client systemto reboot. The client system nust
have triggering enabl ed and have a triggering password
defined and known to the server node.

o] The | oad assist agent is a shareable image running in the
context of the mmi ntenance operations nonitor (MOM
process on the server system This code permits a server
to control and custonize (if necessary) the system
sof tware bei ng downl oaded to the client.

o] The |l ocal area disk (LAD) protocol allows locally
attached di sks or container files on server systens to be
presented to the | ocal area network (LAN) for use as
virtual disks on client systens. The InfoServer is the
nost common server of the LAD protocol. OpenVMS systens
runni ng the POLYCENTER Software Distribution product can
al so act as LAD servers. A systemcan be a LAD virtua
di sk.

o] The processor-specific primary bootstrap is a | ow1|eve
programthat is loaded into the nenory of a booting
client. This program can be | oaded froma disk drive, a
tape drive, the network interconnect (N), or read-only
menmory (ROM). A snmall but sel f-contained program it is
capabl e of conmunicating with the nachine's consol e
subsystem nost of the machine's internal resources, and
the systemdisk fromwhich it | oads a secondary bootstrap
or the full operating system

Not e that some operating systens (OpenVMS included) claim
that their bootstrap prograns are processor-independent.
However, if the operating systemis under devel oprnent,



support will be added eventually to this bootstrap for
new CPU nodel s and/or hardware variations. Thus the
processor-i ndependent bootstrap program from an earlier
version of an operating system may not support all the
processor types supported by a |later version of this sane
program Therefore, processor independence is tied to the
set of processors supported by that particular version of
the operating system For this reason, the POLYCENTER
Software Distribution product specifically stores an

i mmge of the bootstrap programin a private directory

al ongside the container file that houses a virtual system
di sk (a boot abl e snapshot of the version of the operating

system.

o] The system start-up conmmand procedure is a commnd script
that is responsible for bringing the recently booted
operating systemto its full configuration. In an |ISL
this command procedure is tailored to configure only the
resources needed to performthe ISL. Sonetines, limted
conmand- | evel access is allowed, but seldomis full user
access or tinmesharing permtted.

o] In the OpenVMS operating system the BACKUP/ | MAGE comrand
can duplicate a systemdisk either directly fromdisk to
disk, or indirectly froma saveset file (which night be
| ocated on tape or across the network) to disk.

o] St andal one BACKUP is a sel f-contained, diskless operating
system capabl e of executi ng BACKUP/ | MAGE conmmands but not
capabl e of network operations.

o] The SYS$UPDATE: VMSKI TBLD. COM procedure in the OpenVMS
operating systemis used to create a generic system di sk,
using the current system di sk software as a nodel .

o] The POLYCENTER Software Installation (PCSI) utility is
capabl e of creating or upgrading a systemdisk froma
configuration file and a description file (possibly
| ocated at a renote network |ocation) or the current
syst em di sk.

Al'l these software technologies are utilized in the POLYCENTER
Software Distribution I SL, except standal one BACKUP and
SYS$UPDATE: VMSKI TBLD. COM because the former cannot be used
remotely, and the latter produces uninteresting system di sks.
Anyone expanding the |ISL, however, can use whatever techni ques
t hey choose, including those two.

Goal s for the I SL Process

The devel opnent team had the followi ng goals for the POLYCENTER
Software Distribution inplenentation of the |ISL process.



o] The process nust be totally automatic; only halted client
systens are permitted to require human intervention

o] Mul tiple ISL processes nust run concurrently. No
specific limts should be placed on the nunmber running in
paral l el (except for practical performance reasons).

o] The software library nust store several operating system
i mmges. They can be inages of different operating systens
and/or different versions of the same operating systens.

o] Client systems nmust not be restricted to specific
peri pheral hardware.

o] The software nmust nake no assunptions about the hardware
to which it is delivering software. Whatever
configurations are legal to a particular operating system
nmust al so be supported by the POLYCENTER Sof t ware
Di stribution product.

o] The client software nust make no assunptions about the
server systemdirecting the ISL. Therefore, it would be
i nappropriate to store operating systemimges i n BACKUP
saveset files, which are unique to the OpenVMS operating
system

o] Client software, including tenporary system di sks, nust
be taken fromthe clients thensel ves. Prepackaged
operating system software is discouraged because it
beconmes obsol ete as new versions of the operating system
are devel oped, and because it is rarely capable of being
custoni zed by the user

o] The | SL process shoul d be expandable to other operating
systens and hardware platfornms wi thout changes to the
current product.

o] The POLYCENTER Software Distribution product should be
able to use Digital -supplied distribution nmedia as
operating systeminmges, such as the PCSI-based OpenVMS
AXP version 6.1 CD- ROM

o] The operating systeminmage should occupy as little disk
space as possible.

o] The I SL process should work over all valid DECnet network
configurations. This requirenent was only partially
achi eved: the LAD protocol works over the LAN only.

From these requirenents, two achi evenents were gained: the
totally nodul ar organi zation and the conpatibility with the
OpenVMS AXP operating systemdistribution CO-ROM The forner
permts support for other operating system and hardware pl atforns
to be added increnentally. The |atter enables system nmanagers to



sinmply load the |atest copy of the distribution nmedia, invoke the
PCSI utility to record their configuration choices, and then
enter a single command to upgrade all their client systens at
once.

DESCRI PTI ON OF THE | SL STEPS

Regar dl ess of the operating systemor hardware platform the ISL
process requires the follow ng sinple steps:

o] Load a processor-specific primary bootstrap into the
menory of the client system

o] Boot a (usually read-only) version of the operating
system from sone form of tenporary system di sk

o] Determ ne the paranmeters of the ISL to be perforned.

o] Move the operating systemsoftware to the target system
di sk.

o] Initiate the cleanup, configuration, tuning, and reboot
of the target system disk (which would then contain the
new versi on of the operating system software).

Figure 1 shows the steps of the ISL process in the POLYCENTER
Software Distribution Installation

[Figure 1 (ISL Process in the POLYCENTER Software Distribution
Installation) is not available in ASCII format.]

This section provides a description of each step in the ISL
process, contrasting the OpenVMs inpl enentation with the
POLYCENTER Sof tware Di stribution inplenentation of the ISL for
the OpenVMS operating system The discussion includes both the
traditional standal one installation based on the BACKUP command
and the OpenVMs-defined | SL or upgrade based on the PCSI utility.
The PCSI - based upgrade very closely resenbles the I SL process of
t he POLYCENTER Software Distribution version 3.0 product.

The nmodul ar | ayout of the POLYCENTER Software Distribution

i mpl enmentation and the extension of the ISL to other operating
systenms are discussed in the section PlatformIndependence.
Processor-specific Primary Bootstrap

The primary bootstrap is responsible for establishing the

connecti on needed between the client systemand the tenporary (or
virtual) system di sk, wherever that m ght be nmaintained.

OpenVMS | npl ementation. |f the distribution nediumis |ocal



then the ROM bootstrap or a bootstrap file on the mediumis
sufficient to boot the operating systemcontained there. If the
distribution mediumis served to the LAN by an I nfoServer system
then the bootstrap inage nmust be downl oaded from an adj acent
DECnet node with service enabled on its N circuit commpn to that
client, using MOP. In OpenVMs AXP, this image is called APB. SYS;
in OpenVMS VAX, it is |SL_SVAX.SYS or |ISL_LVAX SYS (for snmall or
| arge VAX systens, respectively).

The system nmanager requests the inmge to be downl oaded (at the
consol e of each client systen) by entering specia
processor-dependent boot commands. The MOM process on the

adj acent node drives the MOP delivery of the bootstrap imge to
each client. Before the connection between the client system and
the tenporary system di sk can be established, the system manager
nmust navi gate a series of nmenus to select the nanme of the

I nfoServer service under which that distribution mediumis
present ed.

POLYCENTER Sof tware Distribution Inplenentation. The client
system boots fromits N adapter, generating a MOP | oad request.
The server keeps the client's hardware NI address in its database
so it can detect and process this request. This activates the

| oad assist agent (LAA) under the MOM process. The LAA retrieves
the various answers to the operating system configuration
qguestions fromthe POLYCENTER Software Distribution library. It
then passes those answers plus the operating system
version-specific primary bootstrap (APB. EXE for OpenVMsS AXP or
ESS$! SL_VMSLOAD. EXE for OpenVMS VAX) back to the MOM process to
be downl oaded to the client's nenory. Anong these configuration
answers are the nane and password of a LAD service, presented by
the server in a file containing the tenporary systemdi sk. This
primary bootstrap establishes the |ogical connection between the
client systemand this virtual system disk.

Tenporary System Di sk

The tenporary systemdisk is a tailored copy of the operating
systemto be installed. This systemdisk is usually customi zed in
such a way that its only purpose is to performthe |SL

OpenVMS | npl enentation. |If it is nmounted |ocally, the tenporary
systemdisk is the distribution medium If the nediumis
presented to the client by an InfoServer service, then the
tenmporary systemdisk is a virtual disk bound to that LAD
service. In either case, the tenporary systemdisk is nounted

as read-only.

The operating system booted fromthat nmediumis either standal one
BACKUP (for traditional installations) or OpenVMs (for PCSI-based
ISL installations or upgrades). Since standal one BACKUP can



perform only BACKUP operations, there is an extra,

ti me-consum ng step. The system manager nust enter an appropriate
BACKUP/ | MAGE conmand to nove a portion of the operating system
software (the so-called REQU RED saveset file) to the target
system di sk and then boot onto the target system di sk (containing
this partial OpenVMS operating system) to continue the
installation.

POLYCENTER Software Distribution |Inplenentation. The tenporary
system di sk al ways contains the full operating systemto be
installed. In nost cases, this tenmporary systemdisk is actually
a fully functional imge of a nodel system disk taken from

anot her client system by an earlier FETCH OPERATI NG_SYSTEM
command. [ 2] The fetch process (discussed |ater) has replaced this
tenporary system disk's system start-up comand procedure with a
script that runs the remaining steps of the | SL process.

Previ ous versions of this product (also known as RSM included a
prepackaged tenporary systemdi sk with a fixed contents that was
built by hand. Software devel opers routinely captured the | atest
versions of OpenVMsS system di sks inside boot container files as
small as 14,000 bl ocks! Although an interesting acadenic

achi evenent, this proved to be an inpractical approach. Digita
rel eases new processors fromtime to time, and each new processor
requires a new mni num versi on of the OpenVMS operating system
The system di sks captured in the boot container could not be
easily upgraded in the field. An engineering change order was
required for the POLYCENTER Software Distribution product each
time support was added to the OpenVMsS system for a new processor

These previous versions also stored the operating systeminmage in
a BACKUP saveset file. This nethod could be nore space-efficient
(page, swap, and dunp files consunme no space in a saveset file),
but it violates one of the design goals.

In version 3.0, the software devel opers eliminated the concept of
separate BACKUP saveset files and boot containers. Since the
operating system support for the new processors exists in the
software saved in the operating systeminmge, the clients can be
booted directly fromthat inmage. The POLYCENTER Software

Di stribution version 3.0 product stores the image of the nodel
system disk directly into a container file. This approach
produced an interesting side effect. If a particular processor is
not supported by the version of OpenVMS saved in the operating
systeminmge, it is not possible to boot that processor into the
ISL. As a result, an ol der version of the OpenVMS operating
system cannot be installed on hardware that requires a newer
versi on.

Paraneters of the | SL

When operating systemsoftware is being installed, system



configuration choices nust be selected froma nunber of
variables. At a mnimm the nane of the target system di sk nust
be known. Answers m ght al so be needed for questions such as:

whi ch subsets of the operating systemfiles are to be installed?
The | SL procedure nust be capabl e of obtaining these answers,
either by pronpting a user at the console of the client system or
by sonme autonmmtic neans.

OpenVMS | npl enentation. At this point, the OpenVMsS operating
systemis running, and a special system start-up conmmand
procedure has control. The system nanager now answers a series of
pronmpts at the console. Only rarely does the upgrade procedure
ask all its questions at once (and state that it is finished
aski ng questions) before comencing any time-consum ng tasks. |If
it did, the system nanager could | eave the consol e of one machine
to move to the console of the next machine and so on. In this
way, mrultiple upgrades could be perfornmed concurrently.

POLYCENTER Software Distribution Inplenentation. The paranmeters
of the ISL were downl oaded along with the prinmary bootstrap

i mmge. The system start-up procedure of the |ISL executes a
programthat |ocates the list of paranmeters in nmenory and returns
them as | ogi cal nanes, which are easier for command procedures to
mani pul ate. (OQther operating systens would use their own easily
accessi bl e data storage nechanisns.)

The system start-up procedure starts the DECnet networKking

sof tware and establishes a network connection with the POLYCENTER
Software Distribution server system pernmtting access to |arger
anounts of data than might fit into the bootstrap i mage. The
BACKUP saveset file used by previous versions of the POLYCENTER
Software Distribution product was accessed through this DECnet
connecti on.

Move the Operating System Software

Each operating system has specific requirenents for creating or
duplicating systemdisks. This step uses the client operating
system s standard procedure to duplicate or upgrade the target
system di sk, generally using the tenporary systemdisk as its
source (or nodel). However, another neans, such as network files
or library files, may be used.

OpenVMS | npl enentation. Fromthis point, there is no difference
bet ween an upgrade and an installation using the traditiona
st andal one OpenVMS nechani sns.

The OpenVMS nechani sm now perforns a series of conmplex file
repl acenents in a peculiar order, which requires several reboots
to conmplete. This naxinizes the existing free space on the target



system di sk. After all the reboots have conpleted, the old
operating systemfiles will have been deleted, and the new files
wi || have been delivered.

The PCSI - based upgrade does not need to performthe severa
reboots, since the target systemdisk is treated as a data disk.
Its operating systemfiles are sinply replaced with new versions
taken fromthe tenporary systemdisk. This is one reason that the
PCSI - based OpenVMS upgrade is faster than the traditional OpenVMS
upgr ade.

POLYCENTER Sof tware Distribution Inplenentation. Since ful
OpenVMS (i ncluding DECnet) is running, all the resources of the
OpenVMS operating system are avail able for mani pulating the
target system disk, which is also treated as a data disk

Al ternatives such as VMSKI TBLD. COM (whi ch creates duplicate basic
system di sks), the BACKUP/ I MAGE command (which duplicates system
disks in their entirety), and the PCSI utility (which upgrades
system di sks in place) could be utilized at this point.

The BACKUP/ | MAGE command nmoves the i mage of the tenporary system
disk to the target system disk. The PCSI utility replaces the
operating systemfiles on the target systemdi sk with the new
operating systemfiles fromthe tenporary systemdisk. In the
BACKUP/ | MAGE case, any systemspecific custonizations or

| ayered- product files that were saved into the container file by
t he FETCH OPERATI NG_SYSTEM process are now in place. In the PCS
case, however, all systemspecific customn zations or

| ayer ed- product files are | eft undisturbed.

Cl eanup, Configuration, Tuning, and Reboot

Any final changes needed before allowing the client to use its
new system di sk are perfornmed during the cleanup, configuration
tuni ng, and reboot phase. The client now boots fromits newy
upgraded target system di sk, and the tenporary systemdisk is no
| onger needed.

OpenVMS | npl enentation. As a final step, the AUTOGEN procedure
tunes the operating system paraneters to the hardware on which it
is intended to run. Any other configuration issues (such as the
net work node nane and address) remmin as exercises for the system
manager to performat sonme later time. The systemreboots one

last tine. For traditional installations, this reboot nmay have
been the fifth or sixth. Sonme of these may have been manua
reboots, which require the system nanager to issue nonstandard,
processor-specific consol e commands.

POLYCENTER Sof tware Di stribution |Inplenentation. Wen the
BACKUP/ | MAGE conmand i s used, custom zations specific for the



I SL, which are all stored under the [RSMD.] directory tree, nust
be renmoved fromthe target system di sk, which, before this step
is a perfect image of the tenporary systemdisk. In addition, the
DECnet software nust be reconfigured. The DECnet databases stil
contain the configurations saved in the tenporary system disk;
these nust be updated to reflect the hardware on this client. As
a final step, the client reboots onto the target system di sk, and
the tenporary systemdisk is no longer required. Wth the
PCSI - based I SL, no cleanup is required.

FETCHI NG AND | NSTALLI NG OPERATI NG SYSTEM SOFTWARE

The POLYCENTER Software Distribution product keeps images of

nodel operating systens in its private software library. The act
of placing software into the library is called a fetch. The act

of delivering that software to a client systemis called an
install. The operating system comrands are FETCH OPERATI NG_SYSTEM
and | NSTALL or UPGRADE OPERATI NG_SYSTEM [ 3] A mpdel system di sk
cannot be installed without first being fetched froma client
system or suitable distribution medium

The Fetch Operation

The FETCH OPERATI NG_SYSTEM command t akes a parameter that is the
symbolic name of the operating systemto be fetched. The
POLYCENTER Sof tware Di stribution product uses and records this
synmbol i c nanme because it is the key to a nanmi ng schenme used to
activate program nodul es | ater.

Table 1 |lists several synbolic nanes and the operating systens
they might represent. It is inportant to renenber that there is
no built-in mappi ng between these nanes and the operating systens
to which they are nmapped. This list is a theoretical sanpling of
what mappi ngs could be configured on a particular server system

Table 1 Required Files for Sanmple Operating Systens

Synmbolic Operating

Nane System Required ISL Files
VMS OpenVMS VAX SYS$SHARE: RSMBI SL_| NSTALL- VMS. EXE
or VAX VMS RSMBSDS_DATA: RSMBFETCH- VMS. DSK

SYS$SHARE: RSMBI SL_LAA- VMS. EXE

AVMS QpenVMS AXP SYS$SHARE: RSMBI SL_| NSTALL- AVMS. EXE
RSMbSDS_DATA: RSMBFETCH- AVMS. DSK
SYS$SHARE: RSMBI SL_LAA- AVMS. EXE

ULTRI X ULTRI X SYS$SHARE: RSMBI SL_| NSTALL- ULTRI X. EXE
RSMBESDS_DATA: RSMBFETCH- ULTRI X. DSK



SYS$SHARE: RSMBI SL_LAA- ULTRI X. EXE

OSF1 OSF/ 1 SYS$SHARE: RSMBI SL_| NSTALL- OSF1. EXE
RSMbSDS_DATA: RSMBFETCH- OSF1. DSK
SYS$SHARE: RSMBI SL_LAA- OSF1. EXE

VM55 QpenVMS VAX SYS$SHARE: RSMBI SL_| NSTALL- VIMS5. EXE
wi t h DECnet RSMbSDS_DATA: RSMBFETCH- VMS5. DSK
Phase V SYS$SHARE: RSMBI SL_LAA- VMS5. EXE

AVMS5 QpenVMS AXP SYS$SHARE: RSMBI SL_| NSTALL- AVMS5. EXE
wi t h DECnet RSMbSDS_DATA: RSMBFETCH- AVMS5. DSK
Phase V SYS$SHARE: RSMBI SL_LAA- AVMS5. EXE

W NDONS  M5-DOS runni ng SYS$SHARE: RSMBI SL_I NSTALL- W NDOWS. EXE
M crosoft RSMbSDS_DATA: RSMBFETCH- W NDOWS. DSK
W ndows SYS$SHARE: RSMBI SL_LAA- W NDOWS. EXE

When processing an | NSTALL OPERATI NG_SYSTEM AVMS comrand, the
POLYCENTER Sof tware Di stribution product uses the OpenVMS
run-time library routine LIB$FIND | MAGE_SYMBOL to dynamically
activate the shareabl e i mage SYS$SHARE: RSMbI SL_| NSTALL- AVMS. EXE
This imge is called the ISL Director. It is used for both fetch
and install operations. The POLYCENTER Software Distribution
product calls the ISL Director routine RSMBI SL_FETCH and passes
to it a context data structure (described in the section Platform
I ndependence). This routine uses the software's rennte comuand
execution agent (CEA) to issue Digital command | anguage (DCL)
commands on the client system Non-OpenVMS clients would need to
i mpl enment their own comruni cati ons nmechanism so that the server
systemcould direct the client to performany required actions.

These DCL conmands cause the client to nmount the LAD virtual disk
presented fromthe fetch toolkit container file

RSMBSDS_DATA: RSMBFETCH- AVMS. DSK.  The client executes the conmand
procedure [ RSW3. 0] RSMsI SL_BOOT- AVMS. COM from t he fetch tool kit
virtual disk. This comrand procedure

o] Determ nes the size of the client's system di sk

o] Reports that system disk size to the |ISL Director
The server creates an appropriately sized LAD contai ner
file to receive the snapshot of the client's system disk
and serves it to the client.

0] Mounts the new virtual disk

o] | ssues a BACKUP/ | MAGE command to copy the systemdisk to
the virtual disk

o] Provi des the server with access to the processor-specific
pri mary bootstrap i mage (APB. EXE)



The server saves the APB.EXE image in its library
al ongside the newly created container file.

0] Custom zes the virtual disk so it can be used as the
tenmporary system di sk during an | SL

The boot command procedure uses prograns and conmand
procedures fromthe fetch toolkit virtual disk to
acconplish this step. In a FETCH OPERATI NG_SYSTEM AVMS,
this final step includes creating a special system root

[ RSMD. SYSEXE], placing a private system start-up command
procedure [ RSMW3. 0] RSMBI SL_STARTUP- AVMS. COM installing a
programto retrieve the paranmeters of the ISL

[ RSMW3. 0] RSMBI SL_CLI ENT- AVMS. EXE, and installing a
command procedure to renove these custom zations

[ RSW3. 0] RSMBI SL_ CLEANUP- AVMS. COM

The two virtual disks are then di smounted, and the server closes
the container file and makes it available, wite-protected, for
| SL operations. These LAD services can be accessed with binary
passwords known only to POLYCENTER Software Distribution servers,
so no casual access to the data contained within is ever allowed.

The Install Operation

The POLYCENTER Software Distribution product retrieves the
symbolic nanme of the operating system (e.g., AVMS) fromthe

dat abase. The software product uses the synmbolic nane to activate
the ISL Director inmage (SYS$SHARE: RSMbI SL_I NSTALL- AVMS. EXE) and
passes control to its universal routine RSMBI SL | NSTALL. This
routine enabl es the LAA ( SYS$SHARE: RSMBI SL_LAA- AVMS. EXE) and
prepares a data file RSMBSDS WORK: | SL_cl i ent. DAT for use by the
LAA after the client systemrequests it to be downl oaded.

If a DECnet connection is possible between the server system and
the client system then the command execution agent issues
appropriate shutdown and reboot commands to |aunch the ISL. If
not, the POLYCENTER Software Distribution process assumes that
the client is halted and that the system manager will |aunch the
client into the I'SL manually.

When the MOM process detects the client's NI address, it
activates the LAA and passes control to the routine at offset
0000 in the inmage. The paraneters to this procedure call (which
are described in the section PlatformIndependence) include the
node nane of the client system and the address of a call back
routine used to deliver the bytes of the bootstrap inage to the
client. The call back routine

o] Reads the RSMBSDS WORK: I SL_client.DAT file (described in
the section Platform | ndependence)



o] Retri eves the processor-specific bootstrap inage
(APB. EXE) fromthe library

o] Locates and wites the parameters of the ISL into the
bootstrap i nage's work space

o] Rel eases these bytes to MOM for delivery to the client

Once this is downl oaded, the server system assunes a passive
role, waiting for the client to announce its own conpletion.

The processor-specific bootstrap i mage has control of the client
system It |locates the LAD service nane and password in the
paranmeters of the ISL to establish the connection to the
tenmporary virtual system disk (which is being presented by the
server systen) and boots the OpenVMS AXP operating system

The system start-up command procedure (RSMsI SL_STARTUP- AVMS. COM
then receives control and

o] Starts enough of the OpenVMs operating systemto nount
| ocal disks and start the DECnet networking software

o] Executes the program RSMI SL_CLI ENT- AVMS. EXE to retrieve
the I SL paraneters

Wth the paranmeters of the ISL stored in | ogical nanmes, the
system start-up procedure then

o] Configures the target system disk
o] Initializes the target systemdisk if necessary
o] Starts the DECnet networking software

o] Solicits further instructions (if any) fromthe server
system

o] | ssues a BACKUP/ | MAGE command to nove the operating
system software fromthe tenporary systemdisk to the
target system di sk

o] Execut es the RSMBI SL_CLEANUP- AVMS. COM command procedur e
to remove the custom zations specific for the ISL

The target system di sk now appears to be identical to the nopde
system di sk just before the fetch operation

The UPGRADE OPERATI NG_SYSTEM and FETCH CONFI GURATI ON Commaends
The contents of the PCSI-installable distribution medium for

OpenVMS AXP bears a striking resenblance to a POLYCENTER Sof t war e
Di stribution tenporary systemdisk. This is no coincidence. The



OpenVMsS AXP devel opnment team nodel ed the distribution nmedi um
after the POLYCENTER Software Distribution boot container, so the
product woul d be plug-conpati ble. The obvious difference,

however, is that the system start-up procedure invokes the PCS
utility instead of the BACKUP/ | MAGE comrand.

The client system boots fromthe distribution nmedi umunder the
direction of the POLYCENTER Software Distribution product. Next
the procedure starts the DECnet network software using the
paranmeters of the |ISL. Then the PCSI configuration answers are
taken fromthe server systemrather than being pronpted nmanual ly
at the console. Everything else is the sane.

Before any of this is possible, however, the system manager

i nvokes the PCSI utility to record the answers to all the
configuration questions using the RSMBTRI AL_I NSTALL. COM command
procedure. The PCSI configuration file is then inserted in the
POLYCENTER Software Distribution library using the FETCH

CONFI GURATI ON conmmand.

Not e that when recording configuration files, the PCSI utility
permts users to defer answers until installation tine.
Unfortunately, because of the product's stipulation that no human
i ntervention be required, such deferrals cause the ISL to fail

PLATFORM | NDEPENDENCE

The foll owing section details how the | SL process can be expanded
to other platforns and operating systens. Table 1 gives a sanple
list of symbolic nanes and their correspondi ng operating systens.
The POLYCENTER Software Distribution version 3.0 kit provides
only the VM5 (for the VAX VM5 and the OpenVMs VAX operating
systenms) and the AVMS (for the OpenVMS AXP operating systen) |SL
kits.

To add | SL support for other operating systens and/or hardware
platforns, the follow ng requirenents nust be net.

o] The operating system nust be bootable froma read-only
LAD virtual disk. (Among others, the Ms-DOS, ULTRI X, and
DEC OSF/ 1 operating systens are known to have this
capability.)

o] The hardware pl atform nust be MOP downl oadabl e. (Most
Digital processors have this capability.)

o] The operating system s processor-specific bootstrap inmge
must have an LAA-witeable scratch area for the
paraneters of the | SL.

o] The paraneters of the ISL nmust be retrievable by the
operating systenm s system start-up command procedure.



o] The operating system nust have a nechani sm for noving the
contents of the tenporary systemdisk to the target
system di sk, which will never be identical nedia. (Most
operating systens have this capability.)

o] The I SL Director shareable inmage
( SYS$SHARE: RSMBI SL_| NSTALL- opera. EXE), containing entry
poi nts RSMpI SL_FETCH and RSMbI SL_I NSTALL, nust be active
on the server system (running CpenVMs).

o] The contents of the fetch toolkit container file
( RSMBSDS_DATA: RSMBFETCH- oper a. DSK) need be known only to
the ISL Director. This file resides on the server system
(running OpenVMS) but is read only by the client system
and only during a fetch operation.

o] The | oad assi st agent
( SYS$SHARE: RSMBI SL_LAA- oper a. EXE) nmust be capabl e of
delivering the operating systenm s processor-specific
primary bootstrap inmage (plus the paraneters of the |SL)
to the client system which runs on the server system
(runni ng OpenVMS) .

Table 1 lists the nanes of the files required to support various
operating systens. Note the nami ng scheme for the files. Each set
of three files, which conpose a single ISL kit, inplenents the
entire ISL fetch and install functionality. The |ISL Director
routi ne RSMbI SL_FETCH works in conjunction with the fetch
toolkit. The ISL Director routine RSMBI SL | NSTALL works in
conjunction with the | oad assist agent. Table 2 gives the nam ng
convention used for all resources shared between these three
files. The termopera identifies the synbolic nane of the
operating system The term server identifies the DECnet node nane
of the server system and the term opsys identifies the
user-defi ned pseudonym for the fetched operating system i nage.

Tabl e 2 Naming Conventions Used by |SL Resources

Nane Description

RSM$I SL_| NSTALL- oper a. EXE Shar eabl e i mage contai ning the |ISL
Director routines, which runs on
t he POLYCENTER Software Distribution
server (running OCpenVMs).

RSMBI SL_LAA- oper a. EXE Shar eabl e i mage contai ning the | oad
assi st agent, which runs on the
POLYCENTER Sof tware Di stribution
server (running OCpenVMs).

RSMBFETCH- oper a. DSK Container file containing the fetch
tool kit, which resides on the POLYCENTER



RSMBFETCH_ser ver - oper a

RSM1 SL_BOOT- oper a. COM

RSMBSDS_OS_LI BRARY:
[ opsys. OPERSYS] SYS0. DSK

RSMBI SL_ser ver - opsys

RSMBI SL_STARTUP- oper a. COM

RSM$| SL_ CLEANUP- oper a. COM

RSM$I SL_ser ver

RSMBI SL_ser ver _EVMS

Software Distribution server system
(runni ng OpenVMsS) but is read only by
the client system

LAD service nanme for the fetch toolkit,
which is served by the POLYCENTER
Software Distribution server (running
OpenVMs) to the client.

Command procedure responsi ble for
actually perform ng the save of the
operating systemsoftware fromthe
client's systemdisk to the virtual disk,
which runs on the client system

Container file for the fetched
operating system which resides on the
POLYCENTER Sof tware Di stribution server
system (runni ng CpenVMs) .

(This directory may al so be used to store
the bytes of the processor-specific
bootstrap i nmage so the | oad assi st agent
has easy access.)

LAD service name of the tenporary system
di sk containing the fetched operating
system i mage, which is served fromthe
POLYCENTER Sof t ware Distribution server
system (runni ng OpenVMS) to the client
system

Command procedure responsi ble for
actually delivering the operating system
software fromthe tenporary system di sk
to the target systemdisk. It runs on the
client systembut is booted fromthe
tenporary system di sk.

Command procedure for renoving

custoni zations specific to the initia
system | oad froma tenporary system di sk.
It runs on the client systembut is
booted fromthe tenporary system di sk

LAD service name of the VAX "boot
container" for operating systens fetched
prior to version 3.0, which is served
fromthe POLYCENTER Software Distribution
server system (running OpenVMS) to the
client system (which in this case nmust be
runni ng OpenVMs VAX or VAX VMS).

LAD servi ce name of the AXP "boot



container" for operating systens fetched
prior to version 3.0, which is served
fromthe POLYCENTER Software Distribution
server system (running OpenVMS) to the
client system (which in this case nmust be
runni ng OpenVMs AXP) .

The ISL Director

The ISL Director is a shareable i nmage activated by

LI B$FI ND_| MAGE_SYMBCOL; therefore it need not have transfer
vectors, as long as the two required entry points are decl ared
UNI VERSAL. These two routines are called in user node. They are
passed a single paranmeter, the address of a data structure called
t he QENTRY.

The pertinent fields of the QENTRY data structure passed to
RSMBI SL_FETCH ar e

char pseudonyni 64] ;
char client_node[ 128];
char |ibrary_node[ 128];

char opera_house[ 8];

and the pertinent fields of the QENTRY data structure passed to
RSMBI SL_I NSTALL are

char ethernet[19];

char client_node[ 128];



char |ibrary_node[ 128];

char opera_house[ 8];

In both routines, the field called opera_house contains the
synmbolic name of the operating system (e.g., AVMS).

RSMBI SL_FETCH i s responsi ble for copying a bootable snapshot of
the client's systemdisk into the LAD container file SYS0.DSK
The LAD virtual disk should be organized into the native format
of the operating system being fetched. The server systemwil|l
never attenpt to read these files. To the server system this
container is sinmply a |arge series of bytes, whose neaning (to
the client systen) is uninportant. This routine is responsible
for obtaining the size of the container file to be created,
creating that container file, and then serving it, witeable, to
the LAD. Once the fetch operation has concluded, the container
shoul d be served again in read-only format.

RSMBI SL_I NSTALL is responsible for enabling the LAA for the new
client system Since the LAA runs under the MOM process, which is
a non- POLYCENTER Software Distribution environnent, this routine
shoul d al so collect any and all information (such as the DECnet
node nane and address of the server system) needed by the LAA
and store that information in the file
RSMBSDS_WORK: | SL_cl i ent. DAT. The content of this file is shared
only between RSMBI SL_| NSTALL and the LAA; therefore, the format
of the file is inplenentation-dependent.

The Fetch Tool ki t

The fetch toolkit is also a LAD virtual disk organized in a
format that is native to the client's operating system Again,
the server systemwill never read this virtual volume. This
virtual volunme contains the native operating system pi eces
necessary to save a snapshot of the nodel system disk, nmake it
bootabl e as the tenporary systemdi sk, and restore it to its
original state. These are usually three separate commnd
procedures. The command procedure that saves the system di sk

i mmge must al so store the bytes of the operating systenms prinary
bootstrap i mage for future access by the LAA

The Load Assi st Agent



The LAA delivers the bytes of the processor-specific primry
bootstrap image to the client system The MOM process activates
this shareabl e i nage dynam cally, but not using

LI B$FI ND_| MAGE_SYMBOL. Therefore, the one required entry point to
this i mge nmust occur at offset 0000 in the inage. (The nane of
the entry point is uninportant.) This is best acconplished using
a single transfer vector.

This routine is called in user node with three paraneters, the
addresses of three data structures: the MOM DB, the MOVARB, and
t he MOMODB.

The of fset MOM DB$A_PARAM DSC contains any text fromthe NCP | oad
assi st paraneter field. This field contains arbitrary text that
RSMBI SL_I NSTALL pl aced there. Normally, this field contains a
handl e used to retrieve the file RSMPSDS WORK: | SL_cl i ent. DAT. A
good handle is the DECnet node name of the client system

The of fset MOMARB$SA SEND DATA is the address of a routine to
deliver data to the client. The LAA need only collect and/or
generate the data to be delivered to the client; this callback
routine delivers it to the client. Its two paraneters are a
string descriptor identifying which and how many bytes are to be
delivered, and the relative address in the client's nmenory to

pl ace these bytes. This callback routine may be called
repetitively.

The of fset MOMODB$L_TRANSFER _ADDRESS must be filled with the
relative transfer address of the processor-specific bootstrap

i mage that was |oaded into the client's nenory by
MOMVARB$A SEND DATA. For OpenVMS VAX, this offset is traditionally
zero, because certain ol der VAX processors are not capable of
usi ng any other value. That is one reason why the transfer
address for | SL_SVAX. SYS is always zero.

SUMVARY

The I SL nechanisminstalls, maintains, and upgrades operating
system software. These sinple descriptions provide the franmework
for expanding the |ISL process inplenented in the POLYCENTER
Software Distribution version 3.0 product to platforms other than
OpenVMS VAX and OpenVMS AXP operating systens. This expansion can
make work easier for system managers of nultiple platfornms and
may even start a de facto standard for perform ng operating

syst em upgr ades.
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