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1 Abstract

The PATHWORKS for VMS file server integrates industry-standard persona
conmputers with VAX VMS systens over a conmuni cations network. |t inplenents
M crosoft's server nessage bl ock (SMB) core protocol, which provides
resource sharing using a client-server nodel. The server provides
transparent network access to VAX VMS FILES-11 files froma PC s native
operating system The architecture supports nmultiple transports to ensure

i nteroperability among all PCs connected on an open network. Due to the
performance constraints of many PC applications, data caching and a variety
of other algorithnms and heuristics were enployed to decrease request
response tine. The file server also inplenments a security nodel to provide
VMS security mechanisms to PC users.

2 Introduction

Coupl ed with the PATHWORKS for DOS or PATHWORKS for OS/ 2 product, PATHWORKS
for VM5 creates a distributed computing environnent, based on a client-
server model. This environnment allows personal conputer (PC) users to
access VMsS systemresources transparently. PC clients access the system
server fromtheir native operating systens, typically M>-DCS, as if it
were local to the PC. The VAX VMS system resources to be shared, i.e.
files or printers, are offered as services over the network to PC clients.
The conputer systens providing the shared resources are referred to as
servers; and the PCs requesting the resources as clients. The SMB protoco
fromthe Mcrosoft Networks/ OpenNET (MsS-NET) Architecture was chosen to
provide file sharing froma VAX VM5 systemto M5-DOS and OS/2 clients.[1]
The SMB protocol is a conmand/response application-layer protocol designed
to provide file sharing in a PC network. Since SMB is an application-I|ayer
protocol, it is transport independent and thus can be inplenented over

het er ogeneous net wor ks.

Central to this environnment is the file server, the conponent that
processes the SMB requests to provide file and print sharing along with
managenment functions. The file server naps SMB file requests to the
appropriate calls for the VAX VM5 FILES-11 file systeminterface and
honors applicable security mechani snms. MS-DOS and VAX VMS systens have
different file systens and security nodels. To integrate these different
envi ronnents, mapping policies, along with an architecture appropriate for
the VM5 system had to be devel oped and i npl enment ed.

Thi s paper describes the design and i nplenentation of a nondedi cated
personal conputer file server (PCFS) on a VAX VMS computer system It
details the PATHWORKS for VMS file system and discusses its transport |ayer



i nterface and performance considerations, including data caching effects
and di sk space allocation. The paper then explains file sharing anong
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server processes in a cluster environnent and concludes with a discussion
of the server configuration and nanagenent interface.

3 File Server Architecture

The file server is inplenmented as a single, nmultithreaded, nonbl ocking

det ached process with an associ ated permanent DECnet object. This user-
node process is privileged and has a high priority. Figure 1 shows the
architecture of the server. Only one file server process exists on any one
conputer to handle all client requests. An alternative choice would be to
have multiple processes service the clients. The use of a single process
reduces systemresource requirenments and elinmnates the latency that is
incurred fromcontext switches anobng the nmultiple server processes. Also
elimnated is the latency that results from process creation at the tine a
client connects.

A threads package with nultiple independent threads of execution within

a single process supports nultiple clients and periodic operations within
the file server. The file server creates a thread for a client when it
requests establishment of a virtual circuit to the file server. The thread
is deleted when the client termnates its connections. Aclient's thread
carries out the operation specified in the request SMB wi t hout bl ocking
the process. Wth this schenme, processing SMB requests is synchronous with
respect to the client, yet asynchronous with respect to the file server
process.

Since a server process nmay be processing the requests of hundreds of
clients sinmultaneously, the server operates in real-tinme. The threads
package contributes to these goals by providing an environnment in which
the process never enters a wait state and a client thread is safe from
CPU starvation. Preventing the process from bl ocking is acconplished

by performng all file 1/0O asynchronously and by calling operating
system routi nes asynchronously when possible. Starvation is prevented
by scheduling clients using a nonpreenptive first-in, first-out (FlIFO

scheduling algorithm Wth this policy, a thread executes until it
voluntarily yields, usually due to an |/ O operation or an operating system
call. Using a nonpreenptive scheduling algorithmalso elininates the

latency that would result froma thread switch in a preenptive environment.
4 Pathworks File System

A file server needs to provide transparent file access to a VMs file
system and ensure file accessibility between DOS and VMS users. Since these
operating systens have different file systens, PATHWORKS for VMS must store
the files in VAX VM5 FI LES-11 format and provide a mapping algorithmto

bri dge the two operating systens. Because the 0OS/2 and DOS systems use the
same file system the nmappings perforned to address the difference between



the DOS and VMS systens can be applied to support transparent file access
froman OS/2 client.
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Fil e Nanme Mappi ng

DOS and VMS FI LES-11 support different nam ng syntaxes. DOS supports

8.3 naming format; that is, the file nane is conposed of a maxi mum of

ei ght characters with a maxi num of three characters as the extension. In
contrast, the VMS FILES-11 file nane supports 39.39 format and incl udes
a third conmponent, the file generation nunber. In addition, the |ega
character set for a file name is larger in DOS than it is in the VMS
system

The PATHWORKS file server does not include a mapping algorithmto convert a
39.39 VMs file naming syntax to be accessible to DOS. Any VMS file that DOS
system users need to share nust be created with a file nanme that confornms
to DOS 8.3 format. Since the 8.3 naning format maps directly to the 39.39
format, no mapping algorithmis required to guarantee a VMS system user
access to files naned by a DOS system user

To overconme the difference in character sets, a conprehensive nmappi ng
algorithmwas witten to ensure shareability and transparency. Since

nei ther operating systemis case sensitive, the file server changes the
file name to uppercase before any operation is performed on the file.

The | egal character set for VMs FILES-11 fil e nanmes includes uppercase

al phanunerics, dollar sign, hyphen, and underscore. The character set in
DOS includes all noncontrol characters with the exception of a few specia
signs. The PATHWORKS server maps the character sets based on the follow ng
rul es:

o All al phanuneric characters are changed to uppercase letters; any
character that is valid in a VM5 file name is passed through unchanged.

o All other characters are changed to two underscores, followed by two
hexadeci mal digits that represent the ASCI| code of the character being
mapped.

VMS FILES-11 allows nultiple versions of a file to be generated and stored
in a directory. These files are identified by the numeric conponent, which
represents the version nunber, of a file name. There is no equival ent
concept in the DOS system The PATHWORKS server maps the highest version
(or nost recent generation) to be accessible to DOS. Sinmilarly, the server,
when creating a file on behalf of a DOS client, generates the file with

a version limt of 1. To preserve and honor the version limt information
for the VM5 environnment, the server preserves the VMS file attributes of
previ ous versions of the file. Consequently, if the file is created by a
VMS user, and is later updated by a DOS user, a new version of the file is
generated, and the version limt information is preserved.
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Di rectory Mapping

The VMS systemrequires a directory name to end with "dir" as an extension
but the DOS system does not post any restriction in this area. PATHWORKS
maps directory nanes in DOS by including the ".ext" characters as part

of a directory nanme. Since the period is not a |egal character for a DOS
directory, it is mapped using the double underscore followed by the hex
digit rule. Any directory nane in DOS that conforns to the VMS directory
nam ng syntax i s passed through untouched.

DOS File Attribute Mapping

Both file systens associate a set of attributes to the files, but the

file attributes on a DOS file do not have a one-to-one correspondence with
those on a VMs file. A DCS file has four types of file attributes: archive,
system hidden, and read-only. The concepts of archive, system and hidden
are not recognized in the VM5 file system PATHWORKS software stores the
DOS file attributes in an application access control entry when creating a
file on behalf of a PC workstation. Furthernore, the read-only attribute of
a DOs file is mapped to the read-only bit of the record managenment services
(RMS) protection field for system owner, and group

File Organi zation

A DCS file is organized as a byte stream but a VM5 file is organi zed as

col l ections of records. Although the VMS system supports a form of stream
file, nost VMS files are stored in record format. Furthernmore, a VMsS file
with a streamrecord format does not map directly to a DOS stream fornmat.
This poses an interesting problemin integrating VMs and DCS file systens.

Si nce PATHWORKS software provides transparent access to the VMS host
system a DOS client views all files on file services as streans of bytes,
just as if these files were stored |ocally. Wen the server creates a

file on behalf of a PC, it specifies the file organization as sequentia
with streamrecord format. Thus, the byte stream characteristic of the DOS
systemis preserved.

The nore conplex part of the problemis to resolve the shareability issues
bet ween VMS and DCS applications. The PATHWORKS server is inplenented to
provi de the necessary conversion between VMS and DOS fil e organi zati on on
streamfiles. The file server views a file as streamif it can read and
write the file without regard to any record boundaries. This includes any
files with file organization as sequential and record format as stream
streamcr, streaml|f, and undefined, as well as fixed. |If a sequential file
has fixed record format, it nmust conformto record size and attributes as
follows: even with no record attribute; 512 with no bl ock_span; and power
of 2 with no block_span. Thus, an RMS overhead in reading and witing these



files is avoi ded.
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Any file that does not neet the criteria of the streamcategory is said

to be nonstream The PATHWORKS server provides read-only access to any VMS
nonstream file. This is achieved by using a VAX C run-tinme |ibrary cal

that provides streamfile semantics and a conversion algorithmto properly
map any carriage return and line feed information. The file server cannot
support writing to these files because the SMB protocol does not preserve
record boundary information. Thus, the protocol nekes it inpossible for the
file server to guarantee data integrity when updating a nonstreamfile.

Byt e Range Locking

The MS-NET architecture allows for concurrent access to server-based files
by multiple clients. PC applications acquire this functionality through
the Ms-DOS byte range | ocking calls. These calls allow PC applications

to I ock and unl ock ranges of bytes in a file and to detect conflicts.
Conflicts occur when part or all of a range specified to be | ocked has
been | ocked froma previous call. In contrast, the approach taken by RMS
provi des | ocking on a record basis. RMS uses the VMS distributed | ock
manager to inplenment this functionality. Unfortunately, the | ock nanager
is not well suited to inplenmenting byte range | ocks because the byte range
is represented in a formthat allows the | ock nanager to arbitrate access.
Therefore, the file server inplenments its own | ock database and arbitrates
access to shared files. Internally, the server process namintains a list

of locks for each file the server has open and arbitrates access based on
these lock structures. Files opened by the file server cannot be shared
with other VMS processes because the file server has an excl usive node | ock
on each file it has open through the VM5 | ock manager. The excl usive node
| ock guarantees protection from other VMS processes.

Open Mode Mappi ng

The DCS file system defines open access nodes to all ow applications to
synchroni ze shared access to a file. The open npdes are deny_none, deny_
read, deny write, deny_read wite, and conpatibility. Each provides a
different level of file sharing capability. Although these nodes do not
map directly to the VMS file system no nmapping is needed to handl e the
di ff erences.

The PATHWORKS server opens a file that is being accessed by a client with
excl usive access on the VM5 system It assunes the responsibility to
arbitrate shared access anong nultiple clients. The server supports DOS
open access nmodes by inplenenting the shared access resolution algorithm
described in the SMB protocol specification.
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5 Pat hworks Transport Layer Interface

The PATHWORKS for VMS product supports nultiple transports through a
common transport |ayer interface. These include the |local area system
transport (LAST), the transm ssion control protocol/internet protoco
(TCP/I1P), and the DECnet transport protocol over Ethernet and token ring
networks. This well-defined, uniform nmechani sm dynam cally adds support
for network transports and protocols. By confornmng to this specification,
transports can be added to a server platformw thout upgradi ng or changi ng
the existing file server.

The performance goals of the file server had an inpact on the devel opnent
of the transport |layer interface. The file server utilizes an optim zed
transport |ayer interface that reduces buffer copies and elinm nates sonme of
the standard VMs |/ O paths. This optinized interface is used with the LAST
transport and is described in detail in "The Devel opnment of an Optim zed
PATHWORKS Transport Interface" paper in this issue.[2]

6 Performance Consi derations

Achi eving an acceptable | evel of performance from a nondedicated file
server | ayered on a general - purpose operating systemproved to be a
chal l engi ng task. One of the performance goals for the file server was that
it performtasks within 10 to 20 percent of the speed of a dedicated PC
file server running on a simlarly sized CPU perform ng the sane tasks.
Thi s goal was achi eved by enploying a variety of caches, algorithms,

and heuristics. Many of these heuristics were based on the anal ysis of

the SMB nessages passed between the server and the client for typical PC
applications. As discussed in this section, the response tinme of the server
is inmproved if the nenory contains the informati on necessary to satisfy a
request when it arrives.

Dat a Cachi ng

An obvi ous approach to inplenenting the read and wite functions in the
file server is to issue these operations to the FILES-11 file system wait
for their conpletion, and then send a response to the client. This method
is sinple and persistent, but does not performwell due to the bottl eneck
formed at the FILES-11 interface and disk. The file server inplenents a
software write-behind data cache to reduce this bottleneck and to elimnate
waiting for disk wites to conplete before returning a response to the
client. Caching is a technique used to decrease access tinme to i nfornation
by using a faster internediate mediumto store the nost commonly accessed
pi eces of information. The caching algorithminplenented by the server is
a logical block cache. The cache is a region of menory that is segnmented
into fixed-sized buffers. Each file opened by the server has a dynanmi c set
of buffers that increase and decrease based on a | east recently used (LRU)



al gorithm
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Ef fects on Client Read Requests. Although it is an optinmal environnment

for servicing read requests, reserving data in menory to satisfy all read
requests is not practical. A nunmber of mechani sms were inplenmented to
approach the ideal. The data cache retains recently accessed data in nmenory
with the expectation that it will be referenced again soon. This is based
on the concept of locality of reference, both spatial and tenporal. Once
the server receives a read request, it determnes if the buffers associated
with the read request are in the cache by using a hashing algorithmfor

the |l ookup function. If the data to satisfy the read request is in nmenory,
it is immediately returned to the client, and the file system access is
elimnated. If some of the data needed to satisfy the request is not in

the cache, then reads are started on each of the cache buffers needed to
satisfy the request. Once all of the data is read into cache nmenory, a
response is forned and returned to the client.

Effects on Client Wite Requests. Wen a client wite request is received
by the server, three processes are performed. The cache buffers needed
for the specified wite range are |l ocated, the client data is copied to
the cache buffers, and a response is sent to the client. The data copied
to the cache is witten to the disk at a later time. This wite-behind
schenme allows wite requests to be serviced quickly because the response
is returned to the client before the wite to disk conpletes. By not
synchroni zing on-di sk wite conpletions before returning a response, the
turnaround tinme of client wite requests is greatly reduced. The cache

is also optinized when a client wite request is received and a disk

read operation is in progress for the range. In this case, the data being
written to the cache is copied into an internedi ate buffer and nmerged with
the data fromdisk after the read operation conpletes. These internedi ate
buffers are known as ghost buffers, since they are not visible fromthe
buf fer hash table.

Witing Data to Disk. Since the file server acknow edges wite requests
before performng the wite operation, a nmechanismis needed to wite the
cache buffers to disk and ensure data integrity. The file server inplenents
a permanent thread, the flush thread, dedicated to this task. The flush
thread starts disk wite operations on buffers that contain nodified data.
Flushing data to disk occurs (1) periodically, based on a user-configurable
interval; (2) when a file is closed; (3) when the ratio of dirty to free
cache buffers reaches a user-configurable threshold; and (4) when cache
buffers are not available to support the current request.

On the VM5 system RMS al so enploys a wite-behind algorithmsinmilar to

the one used by the file server. RM5 is not used by the file server for

di sk reads and disk wites for performance reasons. The crossing of the VMS
architectural boundary that occurs during RMS calls adds an unacceptabl e
anount of processing time to the read and wite paths. The file server uses
the VM5 queued 1/0 (Q O/extended Q O processor (XQP) interface, which is



bel ow the RMS layer, to read and wite data to disk.
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Di sk Space Allocation

Sufficient disk space nust be available for any wite operation that is
performed as a background operation. To allow sufficient space, any disk
al l ocation nust be conpleted when the wite request is received. This
restriction slows down wite operations which, in turn, results in file
expansion. Performance testing in this area shows that such expansion
operations can reduce the server's response tinme in the overall operating
environnent. To alleviate this problem the PATHWORKS server preallocates a
fi xed amount of disk space, often nmuch greater than required, to conplete
the current wite request, in anticipation of further file expansion. This
mechani sm greatly reduces the system overhead incurred in disk allocation;
thus it inproves the overall response tine to wite operations.

Read Ahead

Anot her nmechani sm used by the file server to inprove the turnaround tine
of read requests is read ahead. As with data caching, the goal is to

i ncrease the probability that data referenced in the near future wll

be in the cache. Read ahead is the process of prefetching previously
unreferenced data fromthe disk into the cache. Data is prefetched into
cache nmenory under several conditions. Wen a file is opened, the first two
cache buffers of the data are read fromthe disk into the cache. Data is
al so prefetched when the server detects that the file is being accessed
sequentially. The SMB protocol also supports read ahead. The protoco
provides a field in the read request that specifies the anbunt of data
that the client intends to read in the future. This advisory field is used
by the server to initiate prefetches.

Directory Search-ahead Cache

A DOS directory operation can translate to multiple exchanges of request
and response operations between the server and client. This behavior

is inherent to the SMB protocol definition. The file server initiates

a search-ahead thread when the first request is received. Wile the PC
is processing the first response, the search-ahead thread accumnul ates
directory information in a circular buffer. Thus, this information is
available in nmenory for subsequent requests.

Open-file Cache

Operations, such as create, open, and close, inpact performnce in the VMS
system Benchmark tests show that these operations becone bl ocking factors
for a fast performance server. This problemis conmpounded by the inherent
behavi or of many PC applicati ons because they often use the result of an
open operation as a determnistic tool on file accessibility. Frequently,
files are opened and cl osed and reopened in consecutive requests. To



m nimze the overhead incurred for these operations, the PATHAORKS server
i mpl ements a cache to store opened file information. This open-file cache
mai ntains the file header information after the file has been cl osed by
the user for a short duration. If a user requests to open a file that is
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al ready cached, no request to VM5 FILES-11 systemis required. This greatly
reduces the response tine of the server on the second open request.

Furthernore, many DOS dat abase applications use index files to synchronize
data access. These files are frequently accessed by many DOS users when
wor ki ng in an networked office environnent. Open-file caching is beneficia
to this environment because it incurs a mninml anmount of open requests to
the VMS file system

Byt e Range Locki ng Back-off Al gorithm

The file server inplenments an algorithmto inprove overall performance of
the server and network when PC applications are sharing files and using
byte range locking to arbitrate access. The anal ysis of many networked
PC dat abase applications revealed that a client typically entered a tight
retry loop when it detected a lock conflict. This spinning produces an
excessive anmount of |ock-related network traffic, especially for very
fast clients. The server also has to spend a significant anount of tine
processi ng these nunerous |ock requests. The server attenpts to regul ate
this lock traffic and reduce its |ock processing time by deferring the
return of the response when a lock conflict is detected. If a request to
|l ock a range conflicts with a previous |ock, the server nmakes repeated
attenpts to access the range using a pseudorandom exponential back- of f
algorithmto determne the retry interval. If the lock conflict is not
resolved after a user-configurable tinme period, the server returns a
response indicating a lock conflict. By deferring this response to the
client, the server exercises flow control over clients spinning on | ocked
regions of the file. The inplenentation of the pseudorandom exponentia
back-of f al gorithm prevents the server from using an excessive amunt of
CPU tinme to deternmine if the |l ocked byte range has been unl ocked.

7 Security

The VMS operating systemoffers a well-defined security architecture, but
DOS has no conparabl e security scheme. Since the PATHWORKS fil e server

is inmplemented as a privileged process, it is necessary to control file
access on the VMS host systemfroma DOS client. There is no one-to-one
correspondence between a DOS user and a VMS user. That is, in the PATHWORKS
envi ronnent, each network client, nuch like a terminal in this respect, can
be multiple VMS users. The problemis to ensure maxi mum shareability anmong
PC clients and maintain the desired | evel of VMS security.

The PATHWORKS file server inplenents two types of securities: share and
user. It makes use of the PCFS$SERVI CE_DATABASE to control access to a
share area; and the VMS user authorization file (UAF) database to contro
access to directories and files based on a VMS user account. A share,
referred to as file service, is a VM5 directory that can be accessed by



PATHWORKS cl i ents. PATHWORKS software defines three types of file services:
systentf appl i cation, conmon, and personal. Access to file services is

based on VMS user account information. A privileged system nmanager nust
explicitly grant user access to system application and commpn servi ces.
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The system nmanager nust al so specify the types of access: read, wite, or
create. This information is stored in the PCFS$SERVI CE_DATABASE. Access to
personal service is inplicit with the existence of a user account.

To provide mexi mum shareability anong PC clients, PATHWORKS software

i ncludes a default user account. When accessing a file service that has
been granted to the default account, each PC assunes the identity of the
default account. Thus the access, though it might be issued by different PC
users, is viewed as the same user. This nechani sm provides a "share |evel"
of security.

A nore restrictive environnment is achieved by providing access to a share
area based on individual user account. When a PC client establishes access
to a service, it presents a user account and its correspondi ng password.
This information is authenticated based on information returned by the
sys$getuai system service call. The PATHWORKS server then verifies that
this user has been granted access to the service.

Access to a file service does not necessarily inply access to any

i ndividual files. In order to preserve the desired | evel of VMS security,
PATHWORKS honors access control entries. The server ensures access to a
share area as defined in the database by napping the access types to two
identifiers: pcfs$read and pcfs$update. These identifiers are added to
the root directory of a share area, and to any files that are created,
when appropriate. As the server inpersonates the user, the appropriate
identifier is associated when access privilege to files and directory is
checked. This security inplenentation is not applicable when servicing a
personal area. Access to files stored in a personal area is based on RMS
protecti ons mask.

To ease system nmanagenent tasks, PATHWORKS software inplenments "group”
support. A group is a collection of users. A PATHWORKS group has no
dependency on user group identification code. Wien a share is granted to a
group, each nmenber of the group gains access. Note that authentication is
still perfornmed based on an individual user account.

Since a DOS client can gain access to the VMS environnent, it is inperative
that the file server support the VMS system s break-in evasi on nmechani sm
The server honors the login-related system paraneters. These paraneters
are read at the file server start-up, and the values are in effect for
the duration of the server process. The server tallies any failed or
unsuccessful login attenpts. When the file server receives a connection
(login) request to service, the file server extracts the related counter
informati on fromthe UAF and adds it to its internal counter to determ ne
whet her evasive action is to take place. When a break-in is detected, the
server takes the appropriate evasive action and signals the condition in
the server log file.
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8 Printing Support

The server process also inplenents the printing functionality specified in
the SMB protocol. The file server inplenents the print-related commands by
usi ng $SNDIBC and $CGETQUI system services to communicate with the VMS job
controller. Each print service available to clients has a VMS print queue
associated with it.

The VMS system has a rmuch richer printing environnment than the one provided
to the PC clients through the SMB protocol. The PATHWORKS server provides
VMS printing features to the clients by extending the SMB protocol to
accommodat e PATHWORKS needs. These protocol extensions are described in

the section Digital Protocol Extensions.

9 File Sharing Anong Server Processes

Each node on a VAXcluster system can be a host for the PATHWORKS server
process. One of the nore challenging problens in supporting VAXcl uster
systems is the synchroni zation of file access by multiple server processes.
As stated earlier, the PATHAORKS file server requires exclusive access to
files that are opened by PCs in order to support byte range |ocking in DOS
Furthernore, in a cluster, each server process needs the ability to provide
i dentical access to the sane resources.

PATHWORKS software inplenments its own | ock managenent algorithmto resolve
file access conflicts in a VAXcluster system Although nmultiple server
processes are allowed in the environnent, only one process can handl e the
requests to a file that is accessed by PC clients. By using the VMS | ock
manager, the server process that services the first open request acquires
an exclusive nmode | ock on the file. It thus becones the master of the file
and is responsible for synchronizing access requests to the file. Wen a
server process is requested to service a file that has anot her PATHWORKS
server as its master, it makes a network connection to the nmmster process
and forwards the requests. This process serves as the routing agent. It
comuni cat es both requests and responses between the naster server process
and the PC client. The nmmster rel eases ownershi p when no outstandi ng open
file handles are on the file. File nmastering is established on a per file
basi s.

The rerouting nechani smuses the DECnet transport because its existence on
the renopte server host is guaranteed in a cluster environnment. To mininze
t he nunber of required DECnet sessions, the routing agent funnels al
forwardi ng SMBs t hrough an existing session. The forwardi ng packets include
informati on that the naster process can use to differentiate anong the
clients' access requests.
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10 Pat hworks Server Configuration

The mul tithreaded PATHWORKS fil e server can be considered a small operating
systemin which each PCis a process (or a thread). In addition to the
basi c resource requirenment that the server be activated, the server
requires a set of process resources to support each client thread. These
resources can be nmapped to VMS process paranmeters which, in turn, translate
into system paraneters.

The amount of VMS system resources which the file server consunes is

a function of the nunber of clients and the workload generated by the

i ndi vi dual PC. Mapping the PC resource requirenent to the appropriate

VMS process and system paranmeters proves to be a conplex problem Since
the PC workl oad profile is unknown at the time of server initialization
the amount of required systemresources for the server process can only be
esti mat ed.

PATHWORKS system nanagers include users with little VMS system nanagenent
experience. The |level of VMS system expertise required to configure (or set
up) a PATHWORKS server is mnimzed by the addition of a "configurator."
This part of the managenent functionality is inplenented to generate

i nformati on on required system and process resources when the desired
configuration is supplied. During the server start-up phase, the
configurator checks for availability of necessary resources and provides
appropriate run-tine paranmeters for the | aunching of the server process.

11 Managenent Interface

To provide integration between different file systens, the file server
utilizes PATHWORKS specific databases (such as the service database),
standard VMsS dat abases (such as the UAF and DECnet databases), and VMS
security mechani snms. These entities nmust work in harnmony and be consi stent
with each other to provide the desired integration. The PCSA_ MANAGER
utility was designed to manage this environnment. It allows users to perform
all managenent tasks related to PATHWORKS software through one utility from
a menu-driven user interface or a command |line interface. The PCSA MANAGER
utility allows system adm ni strators to nanage the foll owi ng objects:

users, services, print queues, |ogical user groups, the event |ogger, and
the server process. The file server uses interfaces supported by VMS to
mani pul ate VMS specific databases, private interfaces to access PATHWORKS
speci fic databases, and SMB protocol extensions to interact with a server
process.

Digital Protocol Extensions

Managenment of a running server requires a nethod to send and receive
wel | -defi ned nmessages between the server and ot her processes. The PCSA_



MANAGER utility sends a managenent request to the server; the server
processes it, and sends an appropriate response back to the PCSA MANAGER
The commruni cati on channel used for server managenent is a DECnet |ogica
link. The PCSA MANAGER i ssues a connection request to the DECnet object
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associated with the file server process. The file server receives this
request and creates a virtual circuit with a corresponding thread to
process requests for this managenent session. This is simlar to a client
sessi on.

Since the SMB protocol does not provide commands sufficient to manage a
PATHWORKS server, a Digital proprietary protocol was devel oped to provide
this functionality. This protocol is nerely an extension of the SMB core
protocol; that is, the nessages devel oped for server nanagenent have valid
SMB headers with command codes that are neani ngful only to a PATHWORKS
server. This inplenentation allows renote managenent of the file server.

To manage a server, a managenment utility only has to establish a virtua
circuit and exchange these extended SMBs. Protocol extensions are al so used
to integrate the VMS print systemw th PATHWORKS clients, along with other
PATHWORKS specific utilities.

Event Loggi ng

The PATHWORKS server includes an event |oggi ng nmechanismto provide an
error and event reporting facility to assist system managenent. Events
are categorized based on server operations, including errors, protocols,
security, managenent, and file-related functions (open/close, read/wite).
The server uses an event code to determ ne whether a given event is to

be recorded. A Digital extended SMB conmand toggl es these event codes
dynam cally. The event nessages are logged to the file server log file.
The overhead is mininzed by caching the event nmessages in a data buffer
which is periodically witten out to the log file. Athread is created

at server start-up to handle the log file update function. The scheduling
of this thread is based on a time interval, with a default value of 60
seconds.

12  Summary

The PATHWORKS for VMS file server integrates the DOS, OS/2, and VMS
operating system environnents on a network. The server architecture

achi eves transparent integration of PCs connected on an open network over
nmul tiple transports. Data caching, algorithms, and heuristics were used to
i ncrease performance. The PATHWORKS for VMS file server provides PC users
with access to the VMS system s resources and security environment.
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