1 Abstract

The turbo PrintServer 20 controller is a performance enhance-
ment of the original PrintServer 20 system Controller. The turbo
controll er was devel oped to enabl e PostScript code to execute
faster and thus inprove page throughput for conplex docunents.
The RETr ACE anal ysis system was designed to analyze the per-
formance of the original PrintServer 20 system and estinmate
expected performance of future systens. The turbo controller's
processor and its three subsystens for nmenory, wite buffer
and bit-map data transfer were sel ected based on the analy-
sis results. Performance tests conducted on both the origina
and the turbo PrintServer 20 indicate the enhanced processing
performance of the turbo controller. [The SERVER paper starts
here.]

In 1988 the turbo controller project was conceived as a neans
of extending the life of the PrintServer 20 platformby in-
troduci ng a perfornmance-enhanced system controller. The system
controller in the PrintServer 20 is housed within and powered
by the printer or "print engine"; it is a concise inplenen-
tation of a single-board conputer containing a CPU, a nmenory
subsystem an Ethernet interface, and a printer interface. It
supplies an environment in which a nultitasking software system
manages comuni cations with renmote clients and with the print
engi ne, performs data conversion fromthe page description | an-
guage (PostScript) to bit-nmap i mages, and provi des nanagenent of
physi cal print engine resources.

The original controller provided a maxi mum print speed of 20
pages per minute, but this performance could not be maintained
when the docunent included conplex text, graphics, or imges. To
i mprove page throughput for conplex docunents, a controller was
needed on whi ch Post Script code could execute faster. To enhance
performance, the conpetition was noving toward controllers

based on new i ndustry-standard reduced instruction set conputer
(RI'SC) processors. Therefore, to be conmpetitive, Digital's new
controller was required to i nprove performance by five to eight



times that of the original controller, which had been based on
the rt VAX m croprocessor.

As chal l enging as the performance inprovenent would be to

achi eve, budgetary pressures forced restrictions on the im

pl ementation strategy. We were to use existing, qualified chips
wherever possible in order to avoid new part qualification costs
and application-specific integrated circuit (ASIC) devel opnent
costs.

Early investigations indicated that the perfornmance target was

i ndeed achi evable with existing inexpensive RISC processors, as
wel |l as a high-speed Digital proprietary VAX processor. A RISC
processor would require porting a 2.5-negabyte (MB) software
system which was far beyond the scope of the project. The

hi ghest performance VAX processor and the associ ated support

chi ps, which would not cause a problemwi th the software system
were far too expensive to be considered. Alternatives were
therefore limted to | ess expensive, |ower speed VAX processors:
the lowrisk, 60-nanosecond (ns) CMOS VAX or CVAX processor was
proven, and the higher speed and nore cost-effective "system on
a chip" or SOC processor was under devel opment. Either choice
woul d have a mninmal inmpact on the software system and woul d
provi de a cost-effective solution.

The original performance estimtes for the CVAX and the SOC
processors in general - purpose processing environments were

bel ow the | ower bound of the performance target. The design
team was al so uncertain of the actual execution characteristics
of the PrintServer software. For these reasons, it was decided
to begin the project with a performance anal ysis of the origina
controller to determne the expected performance of a design
based on either processor

Thi s paper discusses the problens encountered during our anal -
ysis and the sol utions devised by the Hardcopy Systens En-

gi neering Group to overconme them The RETrACE tool suite, a
performance anal ysis system is described and analysis results
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are provided. The paper then discusses the hardware architec-
ture of the turbo controller and ends with a presentation of the
performance results obtained for standard Post Script benchmarks.

2 Performance Analysis of the Original Controller

The PrintServer 20 software system consists of a VAXELN operat -
ing system an Adobe Systens, Inc. PostScript interpreter, and

a substantial amount of software to manage comrunications and
resources. The task of analyzing its performance was conplicated
by two additional factors. First, the software systen s behavi or
depended on the characteristics of the user's PostScript docu-
ment. PostScript is an interpreted program ng | anguage. Thus,

i ke any conputer program | owlevel machine performance can be
dramatically affected by the program bei ng executed. Second, and
nore painful, the proprietary nature of the PostScript inter-
preter prohibited us from obtaining code sources, and di scussing
its internal architecture with engineers from Adobe Systens.

While the characterization of a conplex, partially proprietary,
real -tinme software systemis difficult, it is not inpossible.
Programer counter address (PC) traces have offered many systens
designers very detailed insight into the execution performance
and characteristics of systens. PC traces provide a neans to
observe a system at a macroscopic level, allowi ng a view of

the conplex interactions between the hardware and software
systems. System designers can use captured address traces from
current machi ne performance to extrapol ate expected performance
of future systens and hel p them nake architectural trade-offs.

The RETr ACE Anal ysis System

The RETr ACE tool suite was created to provide a nonintrusive
means of capturing real-time PC traces and anal yzing the cap-
tured addresses. The tool suite consists of both hardware and
sof tware conponents.



In order to keep expenses at a mininmum existing hardware was
used wherever possible. Only one small nodule had to be devel -
oped to conplete the RETr ACE hardware pl atform

The RETr ACE hardware consists of the follow ng:

o Two interconnect boards boot and operate a systemcontroller
on a table top. Devel oped as part of the original PrintServer
20, the boards connect the controller to a print engine and
an Ethernet.

0 The PrintServer 20 server controller was nodified for use as
an intelligent trace buffer system

0 The PrintServer 20 server controller's nmenory capacity (12MB)
was extended using the standard 4MB nenory nodul e used on the
Kanji version of the PrintServer 20.

0o The RETr ACE not her board was devel oped specifically for this
tool suite. It contains a 32-bit wide, first-in, first-out
(FIFO buffer and two | oosely coupl ed state machi nes.

o A standard PrintServer 20 systemcontroller and print engine
were used as the "system under observation."

0 The console term nal was selected fromthe standard VT series
of term nals.

A di agram of the RETr ACE hardware systemis shown in Figure 1

The RETr ACE not her board perforned the data capture, using the
nodi fied controller's menory as a |arge buffer. The board non-
itored the processor bus of the system under observation by
copying all addresses and conmuni cati ons between the rtVAX pro-
cessor and its external floating-point unit. This copied data
was placed into a FIFO buffer that in turn was witten into the
menory of the nodified controller using a direct menory access
(DMA) device. Since a standard PrintServer 20 controller and
its optional nenory expansion provide 16MB of storage, approx-
imtely 3 seconds of real-tinme execution address traces could
be captured. The data capture continued until the trace buffer
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menory was exhausted, at which point the data was upl oaded over
a network connection to a VAX VM5 conputer for analysis.

Due to the design of the original PrintServer 20 system many
| arge data areas and code sections were mapped into different
explicit nmenory spaces. This subdivision provided a nmeans of
deternmi ni ng which code function was executing in any given
segnment of the address trace. Wth a sinple statistical study it
was possible to generate software execution histograns and to
deternmi ne many of the characteristics of the system including
transl ation buffer, floating point, instruction stream (I-
stream versus data stream (D-strean), read versus wite, and
interrupt performance. Hit rates for fully associative caches
of separate |-stream and D-stream as well as a conbined |-
and D-stream cache, were al so provided. These hit rates were
deternmined for first-level wite-through caches from 128 bytes
up to 256 kil obytes (KB). Thus an upper bound for an optinmm
performance cached nenory system was deterni ned.

Bot h processors under consideration possessed the ability to
access a nenory subsystem at speeds greater than that achiev-
able with existing | owcost dynanic random access nenory (DRAM
technol ogy. The performance numnbers predicted by the processor
groups indicated that cached nmenory subsystens were required.
Because these subsystens can be expensive and their performance
is subject to the peculiarities of the software that executes on
them a nmultilevel nmenory simnulator was devel oped to all ow accu-
rate studies to be performed on proposed cache architectures.

The sinmul ator was configured at run-tinme to sinmulate an arbi-
trary hierarchical nmenory systemthat was N | evel s deep, with an
arbitrary size, associativity, performance, and behavior at each
| evel. The nenory |level nearest the processor was defined as

the first level, and the last as main nmenory. The sinmul ator pro-
cessed a trace file by wal king each address in the file through
the nmenory hierarchy starting nearest the processor at the first
level. If a copy of the address was found at a given nmenory

I evel, then a hit was signal ed and the next address was pro-
cessed. |f that address was not found, then a miss was signal ed



and the sinmulator would proceed to the next level of nenory in
t he hi erarchy.

Whenever a hit occurred at a given level, it was |ogged and

all levels of menory in the hierarchy above it would allocate
entries based on their defined allocation rules. Wile this
procedure indicated the menory system perfornmance for a proposed
architecture, the overall system performance was still unknown.
Using a sinple rule based on the average execution tine per
address for the existing controller, and scaling that tinme based
on the clock speed increase of proposed processors, an overal
performance nunmber was estimated for a system based on either
processor with any arbitrary nmenory architecture.

Benchmar k Sel ecti on

The RETr ACE tools suite provided the conponents required to
study the execution characteristics of the PrintServer system
Wi t hout changing the characteristics of its normal operation.
The only difficulty was to narrow the focus of the benchmark
list to provide a representative sanple of PostScript docunents
to print. Due to tinme constraints, the list was limted to five
benchmar ks.

BML The BML benchmark stresses those aspects of the system
that convert the mathematical representations of characters

to bit-map representations, which conprise the formthat is
printed. This benchmark uses several fonts in standard character
orientations, stressing both very large and snmall character

si zes.

BV O the sanme type as BML, this benchnmark stresses the trans-
forms from mathematical to bit-mpped character representations;
however, the characters printed are at arbitrary orientations
with sizes ranging fromtypical to very snall



BM3 The BMB benchmark is one of the standard benchmarks for
Post Scri pt performance qualification. It is a sinple 41-page
docunent that contains several different fonts. The benchmark is
designed to characterize the standard text-handling performance
of a printer. This benchmark is printed twice to ensure that al
characters to be printed have been converted from mat hemati ca
outlines to bit-map representations of the characters. Thus

the focus of the benchmark is to nove the text data through

the system to copy the character bit maps to the 1MB region in
menory that contains the imge to be printed, and to print the
imge. It should be noted that this is the only benchmark that
printed at engi ne speed on the PrintServer 20 system controller
powered by the rtVAX system

HOUSE A binary inage file, the HOUSE benchmark was used to
stress the comuni cati ons aspects of the PrintServer system

SCHEM The SCHEM benchmark was a vector representation of

a logic schematic. This benchmark was used to stress the

Post Script interpreter's ability to interpret nonnative

Post Scri pt code and to exhibit the characteristics of draw ng
vect ors.

Anal ysis Results

The thrust of the analysis was to provide credible evidence to
support architectural and inplenentation trade-offs. The mgj or
areas of focus were

Menory system organi zati on
Printer interface performance
Mai n nmenory bandwi dt h

Overall system performance



Menmory System Organi zation The statistical analysis of the
trace information provided many clues to direct our investiga-
tion toward the opti mum menory system architecture. The overal
read-to-wite ratio for the observed benchmarks ranged from as
lowas 4.3:1 up to 5.5:1, which neans for a wite-through cache
systemwith a theoretical 100 percent read hit rate, the wites
woul d degrade the overall hit rate to approxinmately 81 to 84
percent. As the analysis of the data progressed, it was under-
stood that the wite data nmust be studied very closely since

it could have a dranmatic inpact on the overall cache mss rate.
During the cache nodel simulations, the hit rates of the I-
stream were between 85 to 90 percent. However, the D-stream hit
rates were between 35 to 45 percent, with writes accounting for
60 to 90 percent of the total D stream m sses. To achieve the
greatest positive effect on the hit rate of the system enhance-
ment of wite-miss performance was the nost advantageous. The
two options to inprove this performance were either to inple-
ment a wite-back cache or to add a wite buffer to the system
Further cache sinmulations showed that a wite buffer would pro-
vide an 8 to 16 percent overall system performance inprovenent,
whi ch was equal to that of a write-back cache. The wite buffer
however, was the nore straightforward solution to inplenent.

Cache analysis revealed that the processors required different
menory architectures. The CVAX had an internal 1KB, two-way set
associ ative cache. This was to be configured as a mxed |- and
D-stream cache. An additional 32KB to 64KB, two-cycle wite-

t hrough cache was to be added externally. This would al so be
configured as a m xed |- and D-stream cache. A single-I|ongword,
two-cycle wite buffer would provide enough buffering to reduce
the dramatic i npact of wite m sses. The SOC was proposed to
have an internal wite-back cache between 5KB and 8KB, with each
1KB region maki ng up a single set. Cache sinulations indicated
that with a minimuminternal mxed |- and D-stream cache of 5KB
five-way set associative, an external data cache would have to
be over 64KB to have even a negligible effect on overall system
performance. Therefore no external cache was recomrended. To



mtigate the wite-niss penalty, a two-cycle wite buffer of 4
to 6 | ongwords was recomrended.

As an accel eration technique, the original PrintServer 20
controller contained a nmenory access capability that all owed
data written to nenory to be logically ORed with data that was
al ready stored. This technique was particularly useful when

the software systemwas witing the inage that was ultinmtely
printed. As part of the process of generating an inmage to print,
the individual characters appearing on a page nust be copied
froma region of nenory called the font cache to another region
called the frame buffer. The frame buffer contains the actua
data that is sent to the print engine. To conplicate things, the
data written to the frame buffer nmust be able to overlay data
that may al ready be there, thus requiring a logical OR function.

When a docunment was printing at or near the nmaxi num engi ne speed
of 20 pages per mnute, analysis showed this |owI|evel copy-
ing function consunmed approxi mately 20 percent of the tota
systemtinme allotted to generate and print one page. Thus a

| ogical OR function in the menmory system woul d reduce the num
ber of nenory data cycles from"2 reads 1 wite" to "1 read 1
write," and reduce the inpact froma second read occupying a
useful cache location. Wthout this capability, the degradation
woul d be between 5 and 10 percent of overall system performance
when printing at or near 20 pages per mnute. Therefore nenory
capability with a logical OR function was recomended.

Printer Interface Performance Wen a PrintServer 20 is print-
ing, every page that exits the printer requires the 1MB frane
buffer to be copied frommenory to the print engine interface.
Changi ng a programcontrolled printer interface to one driven by
a DMA device provided two significant advantages. The first was
to reduce the real-time requirenents on the PrintServer soft-
ware system and the second was to allow for a limted degree
of parallelismon the controller. The parallelismwas due to
the ability of the processor to continue to execute fromits
cache nmenory system while the DMA device accessed nenory. The
processor only stops executing when a cache niss occurs.



Mai n Menory Bandwidth Wth a CVAX processor configured as rec-
omrended in the section Menory System Organi zation, the main
menory system bandwi dth requi rement of the processor was 60
percent. For the SOC, it was 70 percent when an existing DRAM
controller was used. A DMA-driven printer interface required 15
percent, and an Ethernet interface required nomnally 4 percent
with bursts up to 20 percent. Each subsystem was scrutini zed
to reduce its required nmenory bandwi dth. The resulting rec-
omrendation was to add a 32-bit bus to the nenory subsystem

to provide a dedicated channel for all data being sent to the
printer interface. This provision would reduce required nmenory
bandwi dth for the printer interface from 15 percent to about 7
percent. The system woul d then have a noninal nenory bandwi dth
requi renent of 71 percent for a CVAX system and 81 percent for
an SCC.

Overall System Performance The execution characteristics of the
ori gi na

Print Server 20 provided sone interesting surprises. Most

fl oating-point calculations were perforned in double precision;
and even nore interesting, for each floating-point operation,
there was a floating-point conversion fromsingle to double pre-
cision, and then back again. Since the precise operations were
not required, a sinple conpiler switch renoved the conversions
and provided a 3 percent overall system performance inprove-
ment for floating-point-intensive PostScript docunments. A second
surprise came fromthe results of the BM3 benchmark, which in-
dicated a translation buffer hit rate of 85 percent. At the
time of the discovery, the PrintServer 20 was configured with a
standard M croVAX processor; however, by substituting an rtVAX
whi ch uses one | ess nenory access to reference its page tables,
an 11 percent system performance inprovenent was achi eved. Wth
this inprovenent, the rtVAX processor provided enough power to
allow the original PrintServer 20 to ship with its 20-page- per-
m nute designation. This information led the turbo controller
designers to determ ne that the translation buffer of the SOC
woul d be | arge enough for all the entries required.
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Results

The final analysis reveal ed that the expected performance of a
CVAX or SOC processor woul d place either design on the | ow side
of the performance requirenent. Therefore close attention to
detail would be required during the inplenentation phase of the
project as every ounce of performance nattered. The expectation
was to have a choi ce between an SOC processor with a 40-ns
cycle time and a CVAX processor with a 60-ns cycle tine. The
performance i nprovenents of the two processors are conpared in
Tabl e 1.

As the project schedul e progressed, the risk associated with the
new SOC processor decreased. As this risk w ndow col |l apsed,

it was understood that a turbo controller based on the SCC
processor would not only perform better, but would al so cost
less as it would not require an external cache.

Table 1: Performance | nprovenent Relative to Original PrintServer
20 _Controller

Benchmar k SCC CVAX
Procesor Processor

BML 4.7 3.7

BMR2 4.9 4.0

BM3 4.3 3.3

HOUSE 4.9 4.2

SCHEM 4.7 3.7
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3 Turbo Controller Hardware Design

The turbo controller was destined for a relatively high-end
printer. Therefore the hardware architecture had to provide
maxi mum per f or mance, even though this inplenmentati on woul d

i ncrease costs. Based on the results obtained during RETr ACE
anal ysis, the hardware design had the follow ng inplenentation
goal s:

0 The SOC woul d provide the CPU, the floating-point accel erator
(FPA), and the cache subsystem No second-|evel cache woul d
be i npl ement ed.

o Afour- to six-entry wite buffer would be inplenented.

o0 The transfer of bit-map data to the print engine would re-
quire a 32-bit DMA subsystem with scan-erase capability.

0 The nenory subsystem woul d support OR-npde nmenory access by
the CPU and scan-erase access by the DMA controller

Al t hough both the SOC and rtVAX chips conply with the VAX archi -
tecture standard and both are conceptually very simlar, they
have significant differences in the bus interface. For exanple,
the SOC uses a quadword cycle (one 32-bit address foll owed by
two 32-bit data reads) to fill one internal cache bl ock, while
the rtVAX processor, which does not support caching, does not
use this type of cycle. Also, the clocking systemon the SOC
was enhanced, and the tim ng relationships between signals were
nodi fied to i nprove performance

The changes to the SOC bus interface, plus the required func-

ti onal changes reveal ed by RETr ACE anal ysis, neant that very
little of the original PrintServer 20 controller design could be
applied to the new controller. One of the first questions to be
answered before the design of the turbo controller could begin,
was whet her or not one or nore ASICs would be required for the
design. This question had to be answered for three subsystens:

Mai n menory
Wite buffer
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Bit-map data transfer subsystem

In each case existing chips satisfied some of the requirenents
for the subsystem In the end these chips nmet all our require-
ments, but only because they were used in ways not originally
i ntended by the chip designers.

Mai n Menory

Since the SOC has a bus interface that is conpatible with the
CVAX chip, the nost obvious chip to use as a main nmenory con-
troller was the CVAX nenory controller (CMCTL) chip.[1] It re-
sponds to all bus cycles generated by the SOC, and since it was
al ready used on a nunber of platforms supported by the VAXELN
operating system its use greatly sinplified porting VAXELN to
the turbo controller. However, the turbo controller requires
two special nenory nodes that are not provided directly by the
CMCTL, nanely OR nmode and scan-erase node. It was essential to
devise a way to include these two nodes if the CMCTL were to be
used.

OR-npde nenory is a technique used to inprove performance during
the witing of the page bit map into nenory (scan conversion).
During normal menory operation (called replace node), the desti-
nati on operand in nmenory is replaced by the source operand. Dur-
ing an OR-nobde write cycle, the destination operand is nodified
as follows:

o For each logical zero in the source data being witten, the
correspondi ng destination bit in nmenory remai ns unchanged.

o For each logical one in the source data being witten, the
correspondi ng destination bit in menmory is witten with the
corresponding bit in the pattern register

0 The pattern register is a 32-bit register which determ nes

the "color" pattern of the "ink" being witten on the page.
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Figure 2 shows a portion of the |ogic between the CMCTL and the
menory array that inplenents the OR-node function in hardware
The OR-nmpode operation is acconplished by inverting the source
data and connecting it to 32 independent wite enables of the
menory array. When a zero is witten, it is inverted and the
write cycle for that bit becones a read cycle, thus preventing
any change to the nenory contents. Wen a one is witten, it

is inverted and the wite is allowed to occur, but the data
actually witten depends on the value previously witten into
the pattern register.

Two features of the CMCTL chip make it possible to inplenent
OR-node nmenory. First, its 64MB address space is divided into 4
arrays of 4 banks (16 banks total). Second, the CMCTL chip can
sel ectively disable parity checking on an array.

The | arge address space of the CMCTL allows the use of 2 arrays
for replace node and 2 arrays for OR node, since the turbo con-
troller supports up to 32MB of nenory. The control signals of
the two sets of arrays are conbi ned such that OR node and re-

pl ace nmode access the sanme physical nenory, though in different
ways. Parity error detection is disabled on the OR-node arrays;
thus a read-through OR-npde address space cannot cause a parity
error. This is necessary because OR-nmode wite cycles may cor-
rupt parity. Normally any bit map created using OR-nmode wite
cycles is read using OR-node read cycl es.

The other special node required for the main nmenory system

is called scan-erase node. It is an operating node designed

to inprove bus utilization during the transfer of the bit nmap
frommain nenory to a FI FO buffer connected to the printer data
lines. This node is made possible by a side effect of the error-
correcting code (ECC)/parity generation logic in the CMCTL.

Any tine a masked wite occurs (any wite other than an aligned
| ongword, such as a byte wite), the destination |ongword mnust
first be read by the CMCTL, then conbined with the bytes to be
written in order to generate the parity or ECC check bits for

t hat | ongword.
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Three operations occur during a single scan-erase cycle. Refer
to the circuit drawing in Figure 3.

1. The bus master asserts the signal's "bit-nmap | oad" and "bit-
map erase" and requests a masked wite. The CMCTL performs a
read, and the bit map is read onto the nmenory data bus.

2. Bit-map data is automatically transferred fromthe nmenory
data bus into the FIFO buffer

3. The CMCTL performs a wite. However, since the bit-map erase
signal has disabled the data path and the pull-down resistors
have set the data-in lines to all zeros, the wite cycle,
whi ch was intended by the designers of the chip as a masked
write, has in fact becone a nmenory cl ear operation

Wite Buffer

The LR3220 chip was chosen as the base for the wite buffer sub-
system It provides a six-entry FIFO buffer for address, data,

and byte nmask and detects whether the processor has requested a
read at a nmenory location for which a wite is still pending. It
al so supports two operating nodes: LR3000 node and Harvard node.

If it were not for the Harvard-node feature, it would have been
nmore difficult to include the LR3220 chip into the turbo con-

troller. The LR3000 processor, for which this chip was designed,
has staggered address timng. Sone of the address and byte-nask
bits are asserted on the falling edge of the clock, and the re-
mai ning bits are asserted on the rising edge of the clock. Wen
the LR3220 chip is configured in LR3000 node, the processor sub-
system must neet these timng requirenents. However, when the

LR3220 chip is configured in Harvard node, all address, data,

and byte-mask information is read at the sane rising clock edge.

The basic strategy for including the wite buffer into the

turbo controller was to insert the wite buffer between the

SOC and the rest of the systemas shown in Figure 4. The SCC
woul d issue read and wite requests to the wite buffer, and the
write buffer would issue read and wite requests to the rest of
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the system During CPU cycles the SOC and the wite buffer have
a master-slave relationship in which the SOC is the nmaster. The
rel ati onship between the wite buffer and the rest of the system
is also a nmaster-slave rel ationship; however, the wite buffer

is the master. In fact, the wite-buffer output interface nust
| ook al nost identical to the SCC.
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The structure of the wite-buffer subsystemis shown in Figure
5. The bus interface unit responds to read or wite requests
fromthe SOC. During wite cycles, the bus interface wites

the data into the LR3220 chip and inmediately alerts the SOC

to term nate the cycle quickly. Whenever one or nore entries in
the LR3220 chip have data, the bus cycle generator (BCG renoves
the next entry and issues a wite request to the appropriate
subsyst em

The wite-buffer subsystemallows the SOC to "read around" the
write buffer, provided the address being read does not have a
pending wite in the LR3220. To handle this, the BCG includes
an arbitration circuit. Wen the SOC requests a read cycle,

the bus interface unit of the wite buffer passes the request

to the BCG The BCG responds once it has conpleted any wite
cycle currently in progress, provided that the address to be
read does not have a pending wite in the wite buffer. Wen the
sl ave device being read acknow edges the BCG the acknow edgnent
is passed back to the bus interface and finally to the SOC to
term nate the cycle. The BCG then resunes its task of renoving
entries fromthe LR3220 chip and issuing wites to the rest of
the system

In order to maintain data coherency, the wite-buffer subsystem
enforces sone additional protocols.

o Al wites to any |location other than main nmenory require
a wite-flush cycle; that is, the bus interface nust wait
until the LR3220 chip is enpty before witing the data to it.
Furthermore, the bus interface nust wait until the BCG has
finished the cycle before it acknow edges the SOC and al | ows
it to performthe next cycle.

o Al reads to any location other than nmain nenory require a
read flush, which has the sane restrictions as a wite flush.
These restrictions are required to avoid the possibility of
readi ng around a pending I/0O space wite, which often has
side effects to other addresses.
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o0 The write-buffer subsystem nust pass all DMA bus transactions
to the SOC to ensure that all cached nenory |ocations that
are nodified by DMA cycl es have their correspondi ng cache
entry invalidated.

Bit-map Transfer Subsystem

The bit-map transfer subsystemtransfers bit-map data, cre-

ated by the PostScript interpreter, to the print engine. It is
conposed of the 32-bit DMA controller, a FIFO subsystem and
scan-erase logic in main nmenory as described in the section Miin
Menory.

The main requirenents for the 32-bit DMA controller were
o 32MB address range
o Ability to transfer 32 bits at a tine

o Ability to transfer the frane buffer forward (increnenting
the source address) or backward (decrenenting the source
addr ess)

None of the avail able DVA controller chips nmet all our require-
ments, but the AMD 9516 universal DMA controller (UDC) net sone
of them The UDC is a 16-bit DVMA controller with a 16MB address
range and the ability to increnent or decrenment the source ad-
dress. There were two drawbacks to the use of this chip. The
software woul d have to ensure that the frame buffer was al ways
within the |l ower 16MB of nenory, and the UDC woul d use twi ce

as nmuch bus bandwi dth since it could transfer only 16 bits at a
time.

It was proposed that the UDC could be used as a full 32-bit

DVA controller if it was connected to the bus "incorrectly" by
shifting the data/address lines to the |eft by one bit. That

is, data/address line 0 on the UDC woul d be connected to data
/address line 1 on the bus; data/address line 1 of the UDC woul d
be connected to data/address line 2 on the bus; etc. This type
of connection doubles the address range of the chip and causes
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the source address on the bus to increnment by 4 bytes (32 bits)
i nstead of 2 bytes (16 bits).

Thi s decision had a few inplenentation inpacts. For exanpl e,
the register definitions were now i ncorrect, since all the

bits in all the registers were shifted one bit to the |eft.
However, once the software was nodified to conpensate for this,
the UDC functioned properly as a 32-bit DMA controller. Wen
combined with the scan-erase feature of main nenory, it allowed
us to achieve our bit-map transfer goal of reading 32 bits from
menory, loading it into the FIFO subsystem and clearing the
menory location, all in a single DVA cycle.
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4 Performance

In this section, the performance of the original PrintServer 20
is conpared to the enhanced perfornmance of the turbo PrintServer
20.

Except for performance, the original PrintServer 20 and the
turbo PrintServer 20 have identical functional capabilities.
Table 2 lists the five functional subsets that were character-

i zed for performance on both printers. The first four functiona
subsets were rated using the PostScript real-tinme operator; they
nmeasure the el apsed CPU tinme needed to conplete a test. The | ast
functional subset was rated according to the rate of pages ex-
iting the printer. The term "DECnet/DPS" refers to the DECnet
job (a job is one of several multiprocessing tasks running on
the controller) and the "distributed PrintServer software" job
The term "printer system' refers to the conplete printer system
i ncludi ng the PostScript job and the printing overhead jobs. The
printer systemwas rated according to the rate of pages exiting
the printer.

Tabl e_2: __Functional _Subsets_of _the_ Printers

Funct i onal Characterization

Subset s

Post Script job Mat h operations per second

Post Script job Text: characters per second

Post Script job Graphi cs: vector inches per second

DECnet / DPS | obs DECnet / DPS: kil obytes per second

Printer system | mage printing: square inches per second
excl udi ng
DECnet / DP
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Table 3 repo
were run wit
mance.

rts the general attributes of the five files that
h the RETr ACE system and characterized for perfor-

Table_3: __Be

File
Name

BML. PS

BM2. PS

BM3. PS

HOUSE. PS

SCHEM PS

Mat h Operato

Figure 6 il

nchmark_File_ Attributes

General Attributes of File
Cont ai ns 39 pages of text with 13 fonts of various
sizes. Some text strings are at varying angl es.

Contains 1 page of spiral text of various point
Si zes.

Cont ai ns 41 pages of text with 5 fonts.

Contai ns a 1-page bitonal imge of 3000 bl ocks
(DECnet limted).

Cont ai ns a 65-page schematic of graphics (vectors)
and_t ext.

rs Performance of the PostScript Job

ustrates the controllers' performnce results in

mat h operations per second. The test deternmines the tinme needed

to perform5
nunbers 50,0
real -tinme op
construct re
per formance

0,000 primtive math operators (e.g., adding two
00 tines) during a PostScript test docunent. The
erator reads the current tinme, and the repeat
peats the math operator. This test measures the
of the CPU only.
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Text Performance of the PostScript Job

Figure 7 conpares the text performance of the PostScript job
on the original controller and the turbo controller. The test
deternmines howlong it takes the PostScript job to conpose
250, 000 equal ly sized characters to the page buffer in nenory,
which eventually is sent to the print engine to be printed.

Graphi cs Performance of PostScript Job

An inportant nmeans of characterizing graphics perfornmance is in

vector inches per second. Figure 8 shows the results obtained by
runni ng a PostScript vector programin which all vectors are at

45 degrees and vector lengths are fromO0.1 inch to 3 inches.

| mage Performance

The image test characterized the conplete printer system in-
cluding the PostScript job and the printing overhead jobs, but
excluding the DECnet/DPS tinme required to transfer an inmage file
to a printer. Three one-square-inch bitonal inages at device
resolution were placed into the user dictionary and were used
repeatedly during the performnce neasurenent. The result of
usi ng these precached images was to elimnate the DECnet and

DPS software tine that would be required to transfer a full-page
i mpage froma host to the printer. Performance was neasured by
printing 10 pages of 80 square inches of inage per page.

The pages were printed | andscape and portrait to neasure the

i mmge performance both on axis and off axis. (On axis neans

that the printer sequentially prints all bits of a word fromthe
i mage on a single scan line. Of axis by 90 degrees neans that
the printer prints one bit fromeach word and does not print

the next bit in the word until it is at the same position on

the next scan line.) Figure 9 shows the results of the inmage
performance test in square inches per second.
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DECnet / DPS Jobs Perf or mance

DECnet/DPS transfer rates can be ignored for text and graphics
files, but these rates can consunme nost of the time needed to
print large imge files. For exanple, a single, letter-size page
of image contains nore than 1MB of inmage data, but the corre-
spondi ng PostScript file contains nore than 2MB. Because the

i mge data is represented in Anerican standard code for inforna-
tion interchange (ASClI1) hexadeci mal characters in PostScript,

8 bits of the PostScript file are needed to represent 4 bits of

i mage dat a.

To nmeasure DECnet/DPS, a PostScript file of 1MB of comments was
sent to the printer. The clock was started when the begi nning

of the file was received by the PostScript interpreter and

st opped when the end of the file was received. The assunption of
this test nethod was that the PostScript interpreter can parse
conment |ines rmuch faster than DECnet/DPS can transfer them

The DECnet/DPS transfer rate is basically proportional to the
sl ower of the host and printer processors. Figure 10 shows the
DECnet / DPS resul ts.

RETr ACE Benchnark Fil es

The benchmark files listed in Table 4 are characterized both by
the elapsed tine fromfile arrival to file printed and by the
anount of CPU tinme used to print the job. For exanple, in the
BMB benchmark, the speed is limted by the 20-page-per-m nute
print engine, but the CPU tine needed to print the file can be
used as a performance neasurenent.
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delta

El apsed

1.1

3.4

Tabl e 4. Benchmark Files Characterized by Elapsed Time and CPU
Ti me_( Seconds)

Benchmar k Ori gi nal Tur bo Ori gi nal Tur bo delta
CPU El apsed CPU
File CPU El apsed
BML 7585 1707 7735 2050 4.4
BMR 238 51 241 51 4.7
BMB 56 15 128 120 3.7
HOUSE 67 15 106 31 4.5
SCHEM 2802 625 3073 675 4.5

* Limted by engine.
5 Sunmmary

The turbo controller enhanced the performance of the PrintServer
20 printer system Its design was pronpted by the need to main-
tain print speed performance for conplex docunents containing
text, graphics, and i mages. The RETr ACE system was desi gnhed

to analyze the PrintServer 20 systemto determ ne which ar-
chitectural changes woul d provide the greatest inprovenent in
Post Scri pt perfornmance. By optimn zing hardware only in areas
where it was truly worthwhile, we were able to use existing
chi ps and reduce devel opnent costs. The subsystens of the turbo
controller hardware that were optinized as a result of this

anal ysis were the processor (SOC which provided CPU, floating-
poi nt accel erator, and cache subsystem), a nmenory subsystemwith
OR-npde and scan-erase access, a wite-buffer subsystem and a
32-bit DMA subsystem Results of the performance tests for five
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benchmar ks, including PostScript jobs, indicate the |evels of
enhanced perfornmance.
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