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Abstract

The performance of an
FDDI LAN depends upon
configuration and workl oad
paraneters such as the
extent of the ring, the
nunber of stations on
the ring, the nunber of
stations that are waiting
to transmit, and the frame
size. In addition, one
key parameter that network
managers can control to
i mprove performance is the
target token rotation tine
(TTRT). Analytical nodeling

and simul ati on nethods
were used to investigate
the effect of the TTRT

on various performance
nmetrics for different

ring configurations. This
anal ysi s denonstrated

that setting the TTRT at 8
mlliseconds provides good
performance over a w de
range of configurations and
wor k| oads.

Institute (ANSI).[1,2] This
standard all ows as many as
500 stations to communicate
by means of fiber-optic
cabl es using a tined-

t oken access protocol

Normal data traffic and

ti me-constrained traffic,
such as voi ce, video, and
real -tinme applications,

are supported. Al nmgjor
conmput er and conmuni cati ons
vendors and i ntegrated
circuit manufacturers offer
products that conply with
thi s standard.

Unli ke the token access
protocol defined by the

| EEE 802.5 standard,
the tined-token access
protocol used by FDD
al l ows synchronous and
asynchronous traffic
si mul taneously.[3] The
maxi mum access del ay, i.e.
the tine between successive
transm ssi on opportunities
for a station, is



Fi ber distributed data
interface (FDDI) is a 100-
nmegabi t - per-second (M
/s) local area network
(LAN) defined by the
Ameri can National Standards
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bounded for both types
of traffic. Although
this delay is short for
synchronous traffic,
that for asynchronous
traffic varies with the
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networ k configuration

and | oad and can be as

| ong as 165 seconds. Long
maxi mum access del ays are
undesi rabl e and can be

avoi ded by properly setting
the network paraneters and
configurations.

Thi s paper begins with a
description of the tinmed-
t oken access nethod used
by FDDI stations and
t hen proceeds to discuss
how vari ous paraneters
af fect the performance
of these systens. The
target token rotation tine
(TTRT) is one of the key
paraneters. We investigated
the effect of the TTRT on
FDDI LAN perfornmance and

devel oped gui delines for
setting the value of this
paranmeter. The results

of our investigation
constitute a significant
portion of this paper.

Ti med- Token Access Met hod

The token access net hod
for network conmuni cati on,
as defined by the | EEE
802.5 standard, operates
in the foll owing manner. A
token circul ates around
the ring network. A
station that wants to
transmt information waits
for the arrival of the
t oken. Upon receiving the
token, the station can
transmt for a fixed tine
interval called the token
hol ding time (THT). The

the token by a station is
called the token rotation
time (TRT). Using this
schene, a station on an n-
station ring may have to
wait as long as n tinmes the
THT interval to receive a
t oken. Thi s maxi mum access
del ay may be unaccept abl e
for sone applications if
the value of either n or
THT is | arge. For exanple,
voice traffic and real -tine
applications may require
that this delay be limted
to 10 to 20 m|liseconds
(ms). Consequently, using
the token access net hod
severely restricts the
nunber of stations on a
ring.

The tined-token access

nmet hod, invented by G ow,
sol ves this probl em by
ensuring that all stations
on aring agree to a
target token rotation

time (TTRT) and limt

their transm ssions to

nmeet this target.[4]

There are two nodes of
transm ssi on: synchronous
and asynchronous. Ti ne-
constrai ned applications
such as voice and real -tine
traffic use the synchronous
node. Traffic that does

not have tine constraints
uses the asynchronous node.
A station can transmt
synchronous traffic
whenever it receives a

t oken; however, the tota
transm ssion time for each
opportunity is short.
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station rel eases the token
either immediately after
conpl eting transm ssion or
after the arrival of al

the transmtted frames. The
tinme interval between two
successive receptions of
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This time is allocated

at the ring initialization.
A station can transmt
asynchronous traffic only
if the TRT is less than the
TTRT.
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The basic algorithmfor
asynchronous traffic is as
follows. All stations on
aring agree on a target
token rotation tine.

Each station neasures the
time el apsed since | ast
receiving the token, i.e.
the TRT. On token arrival,
a station that wants to
transmt conputes a token
hol ding time using the
foll owi ng forml a:

THT = TTRT - TRT

If the value of THT is
positive, the station can
transmit for this tine
interval. After conpleting
transm ssion, the station
rel eases the token. If a
station does not use its
entire THT, other stations
on the ring can use the
remai ning time through
successi ve applications of
the al gorithm

Not e that even though the
stations attenpt to keep
the TRT bel ow t he target,
they do not al ways achieve
this goal. The TRT can
exceed the target by as
much as the sum of al
synchronous-transm ssi on
time allocations; however,
these allocations are
limted so that their sum
is less than the TTRT. As a
result, the TRT is al ways
| ess than twice the TTRT.

In this paper, the
performance was studi ed
under asynchronous traffic

Per f ormance Anal ysi s of

Per f or mance Par anet ers

The performance of any
syst em depends upon both
system paraneters and
wor kl oad paraneters as
shown in Figure 1. There
are two kinds of system
paraneters: fixed and user-
settable. Fixed paraneters
cannot be controlled by

t he network nanager and
vary fromone ring to

anot her. Cable | ength and
t he nunber of stations

on a ring are exanpl es of
fixed paraneters. It is

i mportant to study network
performance with respect
to these paraneters; if
performance i s sensitive
to them each set of fixed
paraneters may require

a different guideline.

Syst em par anet ers that

can be set by the network
manager or the individua
stati on manager include
various timer values. Most
of these tinmers influence
the reliability of the ring
and the tine it takes to
detect a mal function. The
key settabl e paraneters
that affect system
performance are the TTRT
and the synchronous tine
al l ocati ons.

The workl oad al so has
a significant inpact on
performance. A guideline



conditions only. The
presence of synchronous
traffic will further
restrict the choice of

TTRT, as discussed later in
the section Guidelines for
Setting the Target Token
Rotati on Ti ne.

Digital Technica

or reconmendati on may be
sui tabl e for one workl oad
but not for another. The
key workl oad paraneters
are the nunber of active
stations and the | oad per
station. By active we nean
stations on a ring that
are either transmtting
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or waiting to transmt. A
ring may contain a |arge
nunber of stations, but
generally only a few are
active at any given tine.
Active stations include the
currently transmtting
station, if any, and
stations that have franes
to transmt and are waiting
for the access right,

i.e., for a usable token

to arrive. The | oad per
station varies with the
nunber of stations, the

i nterval between bursts,

t he nunber of frames per
burst, and the franme size.

Per f ormance Metrics

The quality of service a
system provi des is nmeasured
by its productivity and
responsi veness. [ 5] For an
FDDI LAN, productivity is
measured by its throughput,
and responsiveness is
measured by the response
ti me and maxi nmum access
del ay.

The productivity nmetric of
concern to the network
manager is the tota
t hroughput neasured in
nmegabits per second.

Over any reasonable tine

i nterval and for nost

| oads, the throughput is
equal to the | oad. For
exanple, if the load on a
ring is 40 Mdo/s, then the
t hroughput is also 40 Mo
/s. But this does not hold
if the load is high. For

key productivity netric is
not the throughput under

| ow | oad but the maxi nmum
obt ai nabl e t hroughput under
high load. This latter
quantity is also known as

t he usabl e bandwi dth of the
network. And the ratio of

t he usabl e bandwi dth to the
nom nal bandwi dth (e.qg.

100 Mo/s for an FDDI LAN)
is called the efficiency of
t he network. For instance,
if we consider a set of
configuration and workl oad
paraneters with a usable
FDDI bandwi dth of at npst
90 Mo/s, the efficiency is
90 percent.

The response tinme is the
time interval between the
arrival of a frame and
the conpletion of its
transmi ssion, including
queui ng delay, i.e., from
the first bit in to the
last bit out. This netric
is meaningful only if a
ring is not saturated,
because at | oads near
or above capacity the
response tine approaches
infinity. Wth such | oads,
t he maxi mum access del ay
for a station, i.e., the
time interval between
wanting to transmt and
receiving a token, has nore
si gni ficance.

Anot her netric that is
of interest for a shared
resource such as FDDI is
the fairness with which
the resource is allocated.
Fairness is particularly



exanpl e,

with a 100- Mo/s | oad,
total arriva

if there are three
stations on a ring, each

Mo/s and the throughput

is considerably |ess-close
to 100 Mo/ s.

4 Digita
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i mportant under a heavy

| oad. G ven such a | oad,

t he asynchronous bandwi dt h
is allocated equally to al
active stations. However,
the FDDI protocols are
fair only if the priority
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| evel s are not inplenented. For an FDDI network with
In the case of multiple aring latency D (i.e.
priority inplenmentation, the tinme it takes a bit
it is possible for two to travel around the
stations with the sane ring) and a TTRT val ue
priority and the sane of T, the efficiency

| oad to have different and mexi mum access del ay
t hroughput dependi ng are conputed using the
upon their |ocation.[6] foll owi ng fornmul as:
Lowpriority stations (D

that are close to high-

priority stations may get n(T-D)
better service than those Efficiency =
farther downstream We nT+D

assunmed a single priority

i mpl ementation to keep (2)

the anal ysis sinple. Since Maxi mum access delay = (n -

such i npl enent ati ons have 1T + 2D

no fairness problem this

metric will be discussed no Equations (1) and (2)

further in this paper. constitute the analytica
nodel . Their derivation is

We used two nmethods to sinple and is presented

anal yze perfornmance: in the next section

anal ytical nodeling and Those readers who are not

simul ati on. We first interested in the details

present the anal yti cal can proceed to the section

nodel used to conpute the Application of the Mdel

ef ficiency and maxi num
access delay of a network
under a heavy | oad. Then
we discuss the simulation
nodel workl oad used to
anal yze the response tine
at | oads bel ow the usable
bandw dt h.

A Sinple Analytical Mode

The maxi mum access

del ay and efficiency are
meani ngful only under heavy
| oad. Therefore, we assune



that there are n active
stations, each generating
enough frames to saturate
t he FDDI networKk.

Basi ¢ Equati ons
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Derivation

First consider aring with
three active stations, as
shown in Figure 2. (Later
we will consider the
general case of n active
stations.) The figure shows
t he space-tine diagram
of various events on the
ring. The space is shown
hori zontally, and the tine
t is shown vertically. The
t oken reception is denoted
by a thick horizontal line
segnment. The interva
of time during which
transm ssion of franes
takes place is indicated
by a thick vertical line
segment .

Assume that all stations
are idle until t =D
when the three active

stations suddenly get a
large (infinite) burst of
frames to transmit. The
sequence of events shown in
Figure 2 is as foll ows:
1. t = 0. Station S1

recei ves the token and

resets its own token
rotation timer to zero
Since the station has no
frames to transmt, the
t oken proceeds to the
next station S2.

2.t =t12. Station S2
recei ves the token
and resets its token
rotation timer to zero
t12 is equal to the
si gnal propagation del ay
fromSl to S2.

4.

t = D Station Sl

recei ves the token.
Since S1 now has an
infinite supply of
frames to transmt,

it captures the token
and determ nes that the
TRT is D. Thus, the tine
i nterval during which Sl
can hold the token, the
di fference between TTRT
and TRT, is T - D

t = T. The THT at
station S1 expires.

S1 rel eases the token.

t =T+ t12. Station S2
receives the token. S2
| ast received the token
at t = t12; thus, the
value of TRT is T. S2
cannot use the token at
this tinme and rel eases
it.

t =T+ t13. Station S3
recei ves the token. S3

| ast received the token
at t = t13; thus, its
TRT is also T. S3 cannot
use the token at this
time and releases it.

t =T+ D Station S1
receives the token. S1
| ast received the token
at t = D; its TRT is
also T. (Note that the
TRT is nmeasured from
the instant the token
arrives at a station's
receiver, i.e., event 4
for station S1, and not
fromthe tine it | eaves
a station's transmtter,
i.e., event 5.) Sl



cannot use the token

3.t =1t13. Station S3 and rel eases it.

recei ves the token

and resets its token

rotation timer to zero

t13 is equal to the

si gnal propagation del ay

fromSl to S3.
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10.

11.

12.

13.

14.

15.

16.

t =T+ D+ t12. Station
S2 receives the token.
Since TRT is only D,

it sets the THT to the
remaining time, i.e.,
T- D S2 transmits

for that interval and
rel eases the token at t
=T+ D+ 1t12 + (T - D)
t = 2T + t12. The THT at
station S2 expires. S2
rel eases the token.

t = 2T + t13. Station S3
recei ves the token.
Since TRT is T, S3

rel eases the token.

t = 2T + D. Station S1
recei ves the token.
Since TRT is T, S1

rel eases the token.

t =2T + D + t12.
Station S2 receives the
token. Since TRT is T,
S2 rel eases the token.

t = 2T + D + t13.
Station S3 receives

the token. Since TRT is
only D, it transmts for
the tinme interval T - D
and rel eases the token
at t = 2T + D+ t13 + (T
- D).

t = 3T + t13. The THT at
station S3 expires. S3
rel eases the token.

t = 3T + D. Station S1
recei ves the token, and
t he sequence of events
begins to repeat. The

Per f ormance Anal ysi s of

The above di scussion
illustrates that the system
goes through a cycl e of
events and that the cycle
time is 3T + D. During
every cycle, each of the
three stations transnits
for a time interval
equal to T - D; the tota
transm ssion tinme is 3(T
- D). The nunber of bits
transmitted during this
time is 3(T - D) x 108, and
the throughput equals 3(T
- D) x 108/ (3T + D) bits
per second. The efficiency,
i.e., the ratio of the
t hroughput to the FDD
bandwi dth of 100 Md/s, is
3(T - D/(3T + D)

During the cycle, each
station waits for a tine
interval of 2T + 2D after
rel easing the token for
anot her opportunity to
transmt. This interval is
t he maxi mum access del ay.
For | ower | oads, the access
delay is shorter

Thus, for a ring with three
active stations,

Efficiency =

Maxi mum access delay = (3 -
1)T + 2D = 2T + 2D

To generalize the above
analysis for n active
stations, substitute n
for 3. Equations (1) and



17.

t oken passes through
stations S1, S2, and

S3, all of which find it
unusabl e.

t = 3T + 2D. The cycle
continues with S1
capturing the token

as in event 4.

Digital Technica

Journal Vol. 3 No.

(2) are the results; the
derivation is conplete.

Application of the Mde
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Equations (1) and (2) can
be used to conpute the
maxi mum access del ay and
the efficiency for any
FDDI ring configuration.
For exanpl e, consider a
ring with 16 stations and
a total fiber |length of
20 kiloneters (km. (Using
a two-fiber cable, this
corresponds to a cable

length of 10 km) Light

waves travel along the
fiber at a speed of 5.085
nm croseconds per kil oneter
(pus/ km). The station del ay
bet ween recei ving and
transmitting a bit is
approximately 1 us per
station. The ring | atency
can be conputed as foll ows:

Ring latency D = (20 km
X (5.085 ps/km + (16
stations) x (1 us/station)

= 0.12 nilliseconds (ns)

Assunming a TTRT of 5 ns and
all 16 stations active,

The key advantage of this
nodel is its sinplicity,
which allows us to see
i medi ately the effect
of various paraneters on
net wor k performance. Wth
only one active station,
which is usually the case
equation (1) becones

Efficiency(n = 1) T-D_

T+D

As the nunber of active
stations increases, the

ef ficiency increases. Wth
a very | arge nunber of
stations,

Maxi mum ef fi ci ency(n = #)
1- (D
T

This efficiency formula
is easy to renenber and
permts "back-of-the-
envel ope" cal cul ati ons of
FDDI LAN perfornmance. This
speci al case of n = # has
al ready been studied.[7]
Simlarly, we can use

Ef ficiency = 16(5-0.12) = 97.5percentquation (2) to calcul ate

16x5+0. 12

Maxi mum access delay = (16

- 1) x5+ 2x0.12 = 75. 24
ns

Thus, on this ring, the
maxi num possi bl e t hr oughput
is 97.5 Mo/s. |If the | oad

t he maxi mum access del ay

with one active station as
foll ows:

Maxi mum access del ay(n =
1) = 2D

That is, a single active
station my have to wait
as long as twice the ring
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is greater than this for
any substantial |ength

of time, the queues will
buil d up, the response
time will increase, and the

stations may start to | ose
frames due to insufficient
buffers. The maxi mum access
delay is 75.24 mns; thus,
asynchronous stations

may have to wait as |ong

as 75.24 ns to receive a
usabl e token.

Techni cal Journa
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| at ency between successive
transm ssi ons because every
alternate token that it
recei ves woul d be unusabl e.
For n = #, the maxi mum
access del ay approaches
infinity.

3 Sumrer 1991
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Si mul ati on Wér kl oad
One way to neasure the

Gui delines for Setting the
Target Token Rotation Tine

responsi veness of a system
is to use simulation to
anal yze the response tine.
This metric depends upon
the frame arrival pattern
of the workload and is

di scussed further in the
Response Ti ne section. The
wor kl oad we used in our

si mul ati ons was based on
an actual neasurenent of
traffic at a custoner site.
The chi ef application at
this site was the warehouse
and inventory contro

(WC). Hence, we naned the
wor kl oad W C,

Previ ous network
measurenents show t hat
when a station wants to
transmt, it generally
transnmts not one frane,
but a burst of franes.
The W C workl oad has this
trait as well. Therefore,
we used a bursty Poisson
arrival pattern in our
sinmul ati on nodel with an
interburst tinme of 1 ns and
five franmes per burst.

W |limted the franes to
two sizes: 65 percent of

the frames were small (100
bytes), and 35 percent

were large (512 bytes).
Thi s workl oad constitutes a
total |oad per station of
1.22 Mo/s. Forty stations,
each executing this |oad,
woul d utilize 50 percent

This section presents the
rul es specified by the ANSI
FDDI nmedi a access contro
standard for setting the
val ue of the TTRT. W al so
di scuss efficiency, maxi mum
access del ay, and response
time considerations, as
well as reasons to limt
the val ue of TTRT.

ANS| FDDI St andard

According to the ANSI FDD
standard, the follow ng

rul es must be observed when
setting the TTRT:

1. Since the TRT can be

as long as twice the
TTRT, a synchronous
station may have to

wait a time interval

of up to 2T before
receiving the token.
Ther ef ore, synchronous
stations should request
a TTRT val ue of one-half
the required service
interval. For exanple, a
voi ce station that wants
to receive a token every
20 ms or |ess should
request a TTRT of 10 ns.

2. The TTRT nust all ow
transm ssi on of at
| east one maxi mumsi ze
frame in addition to
the synchronous tine
allocation, if any. That
is,

TTRT > ring | atency



of the FDDI bandw dt h.

Hi gher | oad | evels can be
obt ai ned either by reducing
the interburst tine or

i ncreasi ng the nunber of
stations on the ring.

Digital Technical Journa
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The maxi mum si ze frame
on FDDI is 4500 bytes
pl us preanbl e and takes
approxi mately 0. 361
nms to transmit. The
maxi mumring | atency is
1.773 ms. The token tinme
(11 bytes including 8
bytes of preanble) is
0.00088 ms. This rule,
therefore, requires that
the TTRT be set at a
val ue greater than or
equal to 2.13 nms plus
the synchronous tine
allocation. Violating
this rule, for exanple,
by overall ocating the
synchronous bandwi dt h,
results in unfairness
and starvation, i.e.
some stations are unable
to transmt.

A station nmust request

a TTRT greater than or
equal to the station
paranmeter T_min. The
defaul t maxi num val ue

of Tmnis 4 ns.
Generally, npost stations
do not request a TTRT

| ess than 4 ms.

A station nmust request
a TTRT |l ess than or
equal to the station
paranmeter T_mex. The
defaul t mi ni num val ue
of T_max is 165 ms.
Assuning that there is
at | east one station
with T_nax equal to
165 nms, the TTRT on a
ring cannot exceed this
value. (In practice,

Ef fici ency and Maxi num
Access Del ay Consi derations
In addition to the rules
speci fied by the standard,

the TTRT val ues shoul d

be chosen to all ow high-
per f ormance operation

of a ring. This section

di scusses these perfornmance
consi derati ons.

Figure 3 is a plot of
ef ficiency as a function
of the TTRT. Three
configurations called
"Typical," "Big," and
"Largest" are shown.

The Typi cal configuration
consi sts of 20 single
attachnment stations (SASs)
on a 4-kmfiber ring. The
nunbers used are based on
an intuitive feeling of

what a typical ring would

| ook |i ke and not based

on any survey of actua
installations. Twenty

of fices | ocated on a 50

m by 50 mfloor require a
2-km cable or a 4-kmfiber.



many stations will use a
val ue of 222 x 40 ns =
167.77216 ns, which can
be conveniently derived
fromthe symbol clock
using a 22-bit counter.)
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The Bi g configuration
consi sts of 100 SASs

on a 200-km fiber. This
configuration represents a
reasonably large ring with
acceptable reliability.
Configuring a single ring
Wi th considerably nore than
this nunmber of stations

i ncreases the probability
of bit errors.[8]

The Largest configuration
consi sts of 500 dua
attachment stations
(DASs) and a ring that
has wrapped. A DAS can have
one or two nedi a access
controllers (MACs). In this
configuration, each DAS
has two MACs. Thus, the
LAN consi sts of 1000 MACs
in a single logical ring.
This is the | argest nunber
of MACs all owed on an FDD
LAN. Exceedi ng this nunber
woul d require reconputation
of all default parameters
specified in the standard.

Figure 3 shows that for
all three configurations,
the efficiency increases
as the TTRT increases.

The efficiency is very

| ow at TTRT val ues cl ose
to the ring | atency but

i ncreases as the TTRT

i ncreases. Thus, to ensure
a mnimal efficiency, the
m ni mum al | oned TTRT on
FDDI is 4 ms. This direct
rel ati onship between the
ef ficiency and the TTRT may
| ead sone to concl ude that

Per f ormance Anal ysi s of

the curve depends upon

the ring configuration.

For | arger configurations,
the knee occurs at |arger
TTRT val ues. Even for the
Largest configuration, the
knee occurs in the range of
6 to 10 ns. For the Typi cal
configuration, the TTRT has
little effect on efficiency
as long as the TTRT is in
the allowed range of 4 to
165 ns.

Figure 4 shows the maxi num
access delay as a function
of the TTRT for the three
configurations. To show
the conpl ete range of
possibilities, we used a
sem | ogarithm c scale on
the graph. The vertica
scale is logarithmc,
whil e the horizontal scale
is linear. The figure
shows that increasing
the TTRT brings about a
correspondi ng i ncrease
in the maxi mum access
delay for all three

configurations.

Table 1 presents the
performance netrics for

t he maxi mum access del ay
and the efficiency as
functions of the TTRT.
As evidenced in the table,
on the Largest ring, a TTRT
of 165 ns causes a mexi mum
access delay as |long as 165
seconds. This neans that

in a worst-case situation,
a station may have to wait
several mnutes to receive
a usabl e token. For many



the | argest possible TTRT
be chosen. However, notice
al so that the efficiency
gai ned by increasing the
TTRT, i.e., the slope

of the efficiency curve,
decreases as the TTRT

i ncreases. The "knee" of

Digital Technica

applications, this delay is
unacceptabl e; therefore, a
reduced nunber of stations
or a smaller TTRT may be
preferable.

Response Ti ne

Journal Vol. 3 No. 3 Sumrer 1991
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Figure 5 shows the
aver age response tine as
a function of the TTRT
for a relatively large
configuration, i.e., 100
stations and 10 km of
fi ber. The W C wor kl oad
was sinulated at three

| oad | evels: 28, 58, and
90 percent. Two of the
three curves are horizonta
straight lines indicating
that TTRT has no effect

on the response tinmes at
these | oads. The TTRT only
affects the response tine
at a heavy load. In fact,
it is only near the usable
bandwi dth that the TTRT has
any effect on the response
time.
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Lar gest

Maxi mum Access Del ay and Efficiency

Table 1

Per f ormance Anal ysi s of

as Functions of the TTRT

TTRT Maxi mum Access Del ay (seconds) Ef ficiency (percent)
Typi cal Big 100 Lar gest typi cal Big 100
20 SAS 4  SAS 200 500 DAS 20 SAS 4  SAS 20 km 50
km km 20 km km DAS
200
km
4 0.08 0.40 4.00 98.94 71.87 49. 55
8 0.15 0.79 8. 00 99. 47 85. 92 74.77
12 0.23 1.19 11.99 99. 65 90. 61 83.18
16 0. 30 1.59 15. 99 99.74 92.95 87.38
20 0.38 1.98 19. 98 99.79 94. 36 89.91
165 3.14 16.34__ 164. 84 99. 97 99. 32 98.78
To summarize the results the Largest ring is poor

presented so far, if

t he FDDI
saturati on,
has little effect.
saturati on,

|l oad is bel ow
the TTRT
At
a |l arger

val ue of TTRT gives a

| ar ger

usabl e bandwi dt h

and therefore increased

ef ficiency. But a | onger
TTRT al so results in |onger
maxi mum access del ays.

The sel ection of the

TTRT requires a trade-

of f between these two

requi renents.

maki ng

To facilitate

this trade-off, the

(50 percent). A very large
val ue of TTRT, such as 165
ns, i s also undesirable,
because it results in |long
maxi mum access del ays.

The 8-ns value is the

nost desirable, since

it yields 75 percent

or nore efficiency on

all configurations and
results in a maxi mum access
del ay of | ess than one
second on Big rings. Eight
mlliseconds is, therefore,
the recomended defaul t
TTRT.



two performance netrics for
the three configurations
are listed in Table 1. TTRT
values in the all owabl e
range of 4 to 165 ns are
shown. The data shows

that a very small val ue

of TTRT, such as 4 ms, is
undesi rabl e, because the
resulting efficiency on

Digital Technica

Problems with a Large TTRT
There are three additiona
reasons for preferring an
8-nms TTRT over a large TTRT
such as 165 ms. First,

a large TTRT allows a
station to receive a |large
nunber of franes back-
to-back. To operate in

such an environment, al

Journal Vol. 3 No. 3 Sumrer 1991
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adapters nust be designed
with large receive buffers.
Al t hough nmenmory i s not
consi dered an expensive
part of a computer, its
cost is significant for

| ow- cost conponents such
as adapters. The board
space for the additiona
menory required by
choosing a larger TTRT

is considerable as are the
bus holding tinmes required
for such | arge back-to-back
transfers.

Second, a very large TTRT
results in an exhaustive
service discipline (i.e.
all franes are transnitted
in one token capture),
whi ch has several known
dr awbacks. For exanpl e,
exhaustive service is
unfair. Franes comng to
hi gher | oad stations have a
greater chance of finding
the token during the sane
transm ssi on opportunity,
whereas frames arriving
at |ow | oad stations may
have to wait. Thus, the
response tine is inversely
dependent upon the | oad,
i.e., higher-load stations
yield | ower response tines
and vice versa.[9].

Third, with exhaustive

service, the response tine
of a station is dependent
upon station location with
respect to that of high-

| oad stations. The station

i mredi ately downstream from
a high-load station may

Paranmeters O her Than The TTRT
That Affect Performance

Many parameters ot her
than the TTRT affect the
performance of a network.
This section discusses four
configuration and workl oad
paraneters: the extent of
the ring, the total nunber
of stations, the nunber of
active stations, and the
frame size.

Extent of the Ring
The total |ength of

the fiber is called the
extent of the ring. The
maxi mum al | owed extent

on an FDDI LAN is 200 km
Figures 6 and 7 are graphs
illustrating the efficiency
and mexi mum access del ay as
functions of the extent. A
star-shaped ring with al
stations at a fixed radius
fromthe wiring closet is
assunmed. The total cable

| ength, shown al ong the
hori zontal axis, is twce
the radius tinmes the nunber
of stations. As is evident
fromthe figures, rings
with a larger extent have a
slightly |Iower efficiency
and a | onger maxi mum access
del ay than those with
smal | er extents.

Note that in Figure 7,
the increase in maxi mum
access delay for each
configuration is not
apparent due to the
sem | ogarithm c scale.



obtain better throughput
than the one inmediately
upstream
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Total Nunmber of Stations

The total nunber of
stations on a ring includes
active and inactive
stations. In general
i ncreasi ng the nunber
of stations adds to the
ring | atency because
of the additional fiber
I ength and additiona
station del ays. Thus,

t he nunber of stations
affects the efficiency and
maxi mum access delay in

a way simlar to that of
the extent; a ring that
contains a |l arger nunber
of stations than another
has a | ower efficiency and
a | onger nmaxi mum access
delay. In addition, a |arge
nunber of stations on a
ring increases the bit-
error rate. Consequently,

| arge rings are not
desirabl e.

Nunber of Active Stations

As the nunber of active
stations, i.e., MACs,

i ncreases, the total | oad
on the ring increases.
Figures 8 and 9 show t he
ring performnce as a
function of the nunber

of active MACs on the
ring. We considered a
maxi mum size ring with a
TTRT val ue of 8 ns for
the anal ysis. The figures
show that increasing the
nunber of active MACs has

Per f ormance Anal ysi s of

Franme Size

Frame size does not appear
in the sinple nodels of
ef ficiency and maxi num
access del ays, because
frame size has little

i mpact on FDDI perfornmance.
In our analysis, we assuned
that transm ssion stops
at the instant the THT
expi res; however, the
standard allows stations to
conplete the transm ssion
of the last frane.
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a slight positive effect

on the efficiency, but

consi derably increases

t he maxi mum access del ay.
Therefore, it is preferable
to keep a m nimal nunber

of active stations on each
ring by segregating snall
groups on separate rings.

Digital Technica

Jour na

Vol .

3

No.

3 Sumrer

1991



Per f ormance Anal ysis of FDDI

The extra tine used by a
station after THT expiry
is called asynchronous
overflow. Assum ng al
frames are of fixed
size, let F denote the
frame transm ssion tinme.
During every transm ssion
opportunity, an active
station can transnit as
many as k franes:

T-D
k =

F

Here, <roof synbol> is
used to denote roundi ng up
to the next integer val ue.
The transmission time is
equal to k tinmes F, which
is slightly nore than T
m nus D. Wth asynchronous
overflow, the nodified
ef ficiency and maxi num
access delay fornul as
becomne

Efficiency =

n(kF+D) +D

Notice that substituting
kF = T - Din the above
equations results in
Equations (1) and (2).

Figures 10 and 11 show t he
ef ficiency and the maxi mum
access delay as functions
of the frame size. Franme
size has only a slight
effect on these netrics.

o The tinme to process a
frame increases only
slightly with the size
of the frame. A |arger
frame size results in
fewer franes and, hence,
in |less processing at
t he host.

Overall, we recomend
using as large a frane
size as the reliability

consi derations all ow

Summary

Al t hough many paraneters
af fect the performance

of an FDDI ring network,
the target token rotation
time (TTRT) is the key
paranet er that network
managers can control to
optim ze this perfornmnce.
We anal yzed the effect of
ot her paranmeters such as
the extent of the ring (the

I ength of the cable), the
total nunmber of stations,
t he nunmber of active

stations, and frane size.

From our data we concl uded

the foll ow ng:

o Rings with a large
extent and those with a

| ar ge nunber of stations
are undesirabl e because
they yield a | onger
maxi num access del ay

and have only a slight
positive effect on the



Larger frame sizes do have ef ficiency of the ring.

the followi ng effects: o It is preferable to

0 The probability of error mnimze the nunber of
is greater in a larger active stations on a
frame. ring to avoid increasing

o Since the size of t he maxi mum access
prot ocol headers and del ay.

trailers is fixed,
| arger frames require
| ess protocol overhead.
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o A large frame size
is desirable, taking
into consideration the
accept abl e probability
of error.

The val ue of TTRT does not
significantly affect the
response tine unless the
| oad i s near saturation.

Under very heavy | oad,
response tine is not a
suitable netric. Instead,
maxi mum access del ay, i.e.
the tinme between wanting to
transnmt and being able to
do so, is nore neani ngful

A larger value of TTRT

i mproves the efficiency,
but it also increases the
maxi num access del ay. A
good trade-off is provided
by setting TTRT at 8 ns.
Since this val ue provides
good performance for al
ranges of configurations,
we recommend that the
default value of TTRT be
set at 8 ns.
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