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Abstract

The DEC FDDI control | er
400 host-to- FDDI network
adapter inplenents
real -time processing
functionality in hardware
unl i ke conventiona
nm croprocessor - based
desi gns. To devel op
t hi s hi gh-perfornmance
product with the avail able
t echnol ogi cal resources
and at mninmal cost, we
optim zed the adapter
desi gn by creating
a sinulation nodel .

This nmodel, apart from
predi cting perfornmance,
enabl ed engi neers to

anal yze the functiona
correctness and the
performance i npact of
potential designs. As a
result, our inplenentation
delivers close to ultimte
performance for an FDD
adapter and surpasses

the initial project
expect ati ons.

As hi gh- performance
systens becone avail abl e
and the use of distributed
conmputing proliferates, the
need for high-performance
networ ks increases. Faster

adopting fiber distributed
data interface (FDDI)

| ocal area network (LAN)
technol ogy as a follow
on to Ethernet, Digita
recogni zed the need to
build an industry-1Ieadi ng
network adapter to service
its high-perfornmance
platforns. As a result,
we desi gned and devel oped
t he DEC FDDI controll er
400 product. To track

t he adapter perfornmance

t hrough the design and
devel opnent stages, we
created a sinulation
nodel ; our objective

was to ensure that the
devi ce net our performance
goal s. This paper begins
with a description of

t he DEC FDDI controll er
400, followed by a brief
hi stori cal perspective
and statenent of the

per f ormance objectives

of the adapter project.
We then discuss in detai

t he nodel i ng nmet hodol ogy
and the results achieved.
In addition, we present
val i dation of these
results in the form of
measur ements taken on
prot ot ype hardware



i nterconnects are required
to achi eve such performance
goal s. Consequently,

net wor k adapters nust

be able to function

at higher speeds. In
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The DEC FDDI controller 400

The DEC FDDI controller
400, al so known as the
DEMFA, is a high-speed FDD
net work adapter. Attached
to a host nachine running
under either the VMS or the
ULTRI X operating system
t he DEMFA enabl es the
host to conmmunicate with

ot her network entities

t hrough the FDDI ring. The
DEMFA adapter inplenents
Digital's proprietary XM
bus protocol and can be
used with any systemt hat
has an XM backpl ane. [ 1]
Laborat ory neasured

per formance data presented
later in the paper shows
that the adapter hardware
can sustain a practically
infinite stream of franes
at the full FDDI data
bandw dth of 100 negabits
per second (Md/s) for frame
sizes 69 bytes or |arger
on the receive stream and
51 bytes or larger on the
transmit stream Even the
smal lest, i.e., 20-byte
dat al ess, FDDI franes can
be received at 36 Md/s and
transmitted at 47 Mo/s.

The DEMFA is an FDDI C ass-
B single attachnent station
(SAS) that interfaces to
the FDDI token ring network
t hrough the DECconcentrat or
500. A port driver resident
in the host controls the
DEMFA port. The port,
the port driver, and the
adapt er hardware inpl enent
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DECnet, the transm ssion
control protocol with

the internet protoco
(TCP/1P), and local area
transport (LAT).[2] Figure
1 shows a typical network
configuration using the DEC
FDDI control | er 400 adapter
with other Digital FDD
products.

The XM bus is capabl e of
transferring data at rates
up to 800 Md/s and can
serve as either a CPU-to-
menory interconnect, e.g.
in the VAX 6000 pl atform
or an I/O bus, e.g., in
t he VAX 9000 platform]|[3, 4]
Also, Digital plans to
include the XM bus in
future systens.

FDDI is a timed-token
fiber-optic ring that
provi des a network data
bandwi dth of 100 Mo/ s. [ 5]
In addition to this high
data rate, the advantages
of | ow signal attenuation,
| ow noi se susceptibility,
hi gh security, and | ow
cost (as the technol ogy
matures) will meke FDDlI a
popul ar i nterconnect of the
1990s. [ 6]



the American Nationa
Standards Institute (ANSI)
data |ink and physica

| ayer functionality for
FDDI LANs. This foundation
supports user protocols
such as the Open Systens

I nt erconnection (OSI),
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Hi storical Perspective and
Per f ormance Obj ectives of
t he DEMFA

Wth the advent of high-
per formance systens and
di stributed conputing
strategi es, the need for
hi gh- per f or mance net wor ki ng
options has increased.
Traditionally, 1/0O adapters
have been built to serve
the current perfornmance
needs. As a consequence,
such adapters offer little
or no network performance
scalability to accomopdat e
future increases in
demand. Scal ability is
i mpportant to ensure that
t he adapter does not becone
a bottl eneck when such
demands exi st. Nonscal abl e
adapters beconme obsol ete,
and the resulting frequent
har dwar e upgrades i ncrease
system cost.

The first Ethernet
adapters, which conplied
with the | EEE 802. 3
standard, were built in the
early 1980s. Only recently
do adapters exist that
can process frames at the
maxi num Et her net t hr oughput

rate of 10 Mo/s.[7] As
nmentioned earlier, FDD
has the capability of
supporting speeds an
order of nagnitude higher
than Ethernet. Since the
header in an FDDI frane
is three tinmes smaller
than that for Ethernet,

bytes and | arger at 100
Mo/s, i.e., the adapter
woul d be able to process
approxi mately 80,000 franes
per second (franes/s).

Al so, twenty m croseconds
was deenmed an acceptable
adapter latency for the
smal | est FDDI franes.
Considering the relatively
smal | nunber of frames a
host system can process

t oday, these adapter
criteria represented an
anbi ti ous goal -one which
woul d nmake a product

wi t h hi gh-performance
scalability as faster CPUs
becane avail abl e.

Per f ormance Model i ng
Consi derations

During the devel opnent of
a hi gh-performance product,
changes in architectural
functionality, technol ogy
constraints, and cost
consi derations can result
in design nodifications. It
is desirable to track the
per formance of the product
through its devel opnent to
under stand t he inpact of
such nodi ficati ons.

The DEMFA consists of nany
hardware entities that
perform the desired adapter
functions.[8] Although
such hardware adapters
have the obvi ous advant age
of superior performance
over conventi onal
i.e., mcroprocessor-



FDDI frame arrival rates
can be as rmuch as 30 tines
the Ethernet arrival rate.
Consi dering the various
constraints, Digita

set out with the goal to
build an FDDI adapter that
could process frames 150
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based adapter cards,

thi s advant age does not
cone without the risks
associ ated with hardwi red

| ogi c. Such risks have

a negative inmpact on

proj ect budget and schedul e
and necessitate a risk
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managenent strategy to
ensure that product goals
are successfully net.

Per f ormance nodel i ng of

t he adapter and extending
the use of such nodeling to
eval uate various designs
formed part of this
strategy. The foll ow ng
subsecti ons describe the
goal s and tasks of the
DEMFA per formance nodel i ng.
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Goal s

The set of performance
nodel i ng goals for the
DEMFA evol ved t hroughout

t he devel opnment process.
Three maj or goals were

per f ormance projection,
buffer sufficiency

anal ysis, and design
testing through sinulation.

Per f ormance Proj ection.

In the early phases of the
design, the primary goa
of the nodel was to project
t he adapter perfornmance.
This prediction gave us
confidence that the design
coul d neet our performance
expect ati ons.

Buf fer Sufficiency
Anal ysis. Buffer capacity
pl ays an inportant part

in the performnce of a
desi gn. Whereas too nuch of
this resource is wasteful
too little has a negative
ef fect on perfornmance.

It was critical to
determ ne the extent of
buffering necessary to
attain the desired target
performance at the | east
cost. The performance node
consi dered the dependenci es
on this resource. The
anount of buffering was
varied and the effects of
such variation, manifested
in the sinmulation results,
were anal yzed. Using these
results as input to a
cost/ benefits equation
hel ped the designers nake

The performance node

served as a platform

t hat coul d be enhanced

to solve these nore conpl ex
probl ems by sinulation.

Desi gns were anal yzed to
deternmine their inpact

on adapter performance.
Because the sinmnulation

nmet hodol ogy af f orded
greater testability, we
were able to make the

desi gns nore robust and

to answer design questions
in a significantly shorter
ti me than other methods.
Consequently, nodifications
to the hardware were nmade
at an early design stage
and at negligible cost.

Tasks

To acconplish perfornmance
nodel i ng, we faced the
foll owi ng basic tasks:
choosing the netrics,
defini ng the worKkl oad,

and deci ding on a nodeling
nmet hodol ogy. Rel evant
nmetrics to nmeasure the
performance of a product
are crucial. We chose
nmetrics that are sinple
to understand and provide
i nsight into the behavior
of the product. Also,
areas in which workl oad
devel opnent is required
nmust be identified and

i nvestigated in detail
An incorrect workl oad

i nvalidates all performance
data. And the nethodol ogy
used to nmodel the system
nmust be wel | thought-



intelligent decisions
concerni ng buffer capacity.

Desi gn Testing through
Si mul ati on. As devel opnent
progressed, inportant
desi gn issues arose
that could not be sol ved
by sinple anal ysis.

Digital Technica

out beforehand, so that
the nodel is accurate and

al so flexible enough to be
easi ly changed.
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Definition of Metrics. The
mai n performance netrics
used were throughput and
frame | atency. Throughput
is the rate at which
frames are processed and
is measured in negabits
per second or franes per
second. The units can
be converted easily from
one to the other, if the
average frame size is
specified. In this paper
t hroughput i s expressed in
nmegabits per second.

Frame | atency is the
el apsed tinme neasured in

m croseconds between the
time at which a franme

is queued for service at
a facility and the tine
at which the service is
conpl eted. The foll ow ng
descriptions illustrate the
approach used to neasure
receive and transmit

| atency. The host receives
frames fromand transmits
frames to the FDDI ring.
Receive frane latency is
the tinme el apsed between
(1) the arrival of the
last bit of the frame into
the adapter fromthe FDD
ring and (2) the tine the
frame becomes available to
the host for processing.
Transnmit frane latency is
the el apsed tine between
(1) the tinme the adapter
starts processing a frame
fromthe host and (2) the
exit tinme of the first

bit of the frame fromthe
adapter destined for the
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i nsight into the adapter
behavi or. For the context
of this paper, we consider
t he DEMFA processi ng

pure frame streans only,
i.e., the expressions
"receive throughput" and
"receive | atency" refer

to a pure receive stream
of frames containing no
transmt franes. Simlarly,
“transmt throughput" and
"transmt latency" refer to
a pure transmt stream of
frames.

Wor kl oad Definition. Using
a relevant traffic workl oad
is very inportant in any
si nul ati on nodel. Since
nost systems are wor kl oad-
sensitive, defining an
i ncorrect workl oad may
result in irrelevant
data. We identified two
areas in which we needed
to define workl oads. W
then characterized the
traffic patterns and
built a workl oad node
for performance sinulation
based on these patterns.

o Frane receive and
transmt workl oads.
The receive and transmt
wor kl oads are stimuli
for the performance
si nul ati on. These
wor kl oads mmnmc traffic
due to franme arriva
on the FDDI ring (i.e.
the recei ve workl oad)
or frame transm ssion
fromthe host (i.e.,
the transmt workl oad).
The receive workl oad



FDDI ring. nodel generates franes

The adapter can process whi ch t he DEMFA node
transmt and receive recei ves, whereas the
frames simultaneously. W transmt workl oad acts
defined performance netrics as a source of franes
to analyze a variety of to be transmitted by
traffic scenarios to gain t he DEMFA nodel on
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the FDDI ring. These
wor kl oads must be
characteristic of actual
FDDI traffic. Since FDD
LANs did not exist when
the DEMFA was in the
devel opnent stage, we
used our experiences
with Ethernet to derive
t hese workl oads, as

we explain in greater
detail in the FDDI Token
Ri ng section.

XM traffic workl oad.
Apart fromthe DEMFA
traffic, there may be
other traffic on the

XM bus due to CPU-to-
menory transactions

or fromother |I/0O
adapters attached to
the system The | oad

on the XM bus inpacts
t he performance of the
DEMFA. Consequently, we
desi gned a wor Kkl oad
nmodel to mimc the
traffic pattern on the
bus. W based our npde
on the traffic patterns
observed for rea

XM bus traffic. The
per f ormance of DEMFA may
degrade as this traffic
i ncreases because

the DEMFA traffic

and t he non- DEMFA
traffic consunme conmon
resources. The ot her
traffic is referred to
as the XM interference
wor kl oad. The XM
Wor kl oad Gener at or
section describes the

al l ows changes to be

made easily. The SI MULA

| anguage i npl ements the

si mul ati on nodel . [ 9]

The sinul ation-cl ass and
gueui ng constructs in

this | anguage are tailored
to help sinmulation and
nodel i ng. [ 10, 11] The

obj ect-oriented structures
present other advantages
to nodel devel opnent. A
debug procedure coded into
the nodel prints status

i nformati on about all the
queues in the nmodel. This
i nformati on hel ped us trace
the path of frames through
the system

One inportant first step
in designing a sinulation
nodel is to deternine the
detail at which to nodel.
Two factors that influence
the level of detail are the
o Existing know edge of

t he design. Usually,

i nformati on gat hered
fromthe behavioral and
anal ytical nodel s of

a design hel ps to nmake
a performance node
abstraction. Designs
wi t h behavi or that
cannot be anal yzed by
these | ower-| evel nodels
have to be nodeled in
greater detail.

o Expectation of
per f ormance node
accuracy. Typically,
a performance node
predicts results



model for this workl oad. accurate to within

Model i ng Met hodol ogy. The +10. 0 percent of the
simul ati on nodel has a performance that woul d
hi erarchi cal design to be achi eved with the
al l ow the construction of actual hardware.

smal | er, nore nanageabl e
bl ocks, i.e., subnpdels.
The structure al so
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During the design phase,
behavi oral and structura
nodel s of hardware were in
devel opnent. This hardware
was partitioned across
i mportant functional
boundari es. Hardware
within these boundaries
woul d be nodel ed and
tested thoroughly by the
respecti ve devel opnment
engi neers. Hence, to
i nclude details of these
pi eces of hardware in our
nodel woul d have resulted
in redundant effort. Since
the interfaces and the
gross functionality of
the hardware within these
boundaries are relevant to

performance, we did include
t hese conponents in our
nodel . Exi sting hardware
conmponents, such as the

FDDI chip set, were grouped
t oget her before being
nodel ed for functionality.
Each subnodel was desi gned
and tested separately

to ensure conformty to
the functionality and

per f ormance of other

behavi oral and structura
nodel s. This strategy
resulted in the base-

| evel performance node
that we used to generate
prelim nary performance
data for the DEMFA.

As devel opnment progressed,

we encountered design
changes of various
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a part and generalized

to the adapter system

envi ronnent in which the

pi ece operates. Mdel s that
represent the changes were
i ncl uded and interfaced as
submodel s. These subnodel s
served the dual purposes of
testing the new design and
of inproving the accuracy
of the performance nodel .

Design of the Sinmulation Mde

The performance sinul ation
nodel consisted of the

foll owi ng maj or conponents:
o FDDI ring

o FDDI chip set and parser

o Packet menory controller
0o Host interface

0 XM system

0 Host system

The base-I|evel node

evol ved over tine, as we
gai ned insight into the
behavi or of the individua
conmponents and defined
wor kl oads. The node

evol ved further to support
the need to anal yze new
desi gns through sinul ation.
This section briefly

descri bes the conponents of
the final nodel, as listed
above.

FDDI Token Ri ng

The FDDI token ring was
model ed to act as a source



8 Digita

conplexities. Sinple
desi gn changes resulted
in very small changes in

t he performance nodel. But
| arger and nore conpl ex
desi gn changes required
that we investigate
behavi or both specific

to the piece of hardware
of which the design is

Techni cal Journa

Vol .

3

No.

of received franmes and as

a sink of transmt franes.
Gross functionality for the
remai nder of the FDDI nodes
and network conponents was
desi rabl e. Consequently,

we desi gned a bl ack-box
nodel for the FDDI ring

t hat provi des two-way
interaction with the FDD
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chip set and parser nodel.
This FDDI nodel all ocates
time on the FDDI ring

for transmt and receive
transactions. The nodel

al so controls a receive
wor kl oad generat or when
frames are received by the
adapter.

The receive workl oad
generator is an anal yti cal
nodel used to create
di fferent patterns of
receive traffic to the
DEMFA. The paraneters input
to this workload nodel are
the average franme size, the
frame-size distribution,
the frame type, the |oad,
and the nunber of back-
to-back frame arrivals
(i.e., the burst rate or
"burstiness" of the frane
arrivals). W varied these
paraneters to generate
desi red workl oads.

The average franme size and
frame-size distribution
par anet ers generate
different size franes.

Actual frane sizes can be
specified as nornmally or
exponentially distributed
about the nmean or as
constant. The workl oad
nodel can generate station
management (SMI), LLC SNAP
/ SAP, or LLC non- SNAP/ SAP
frame types and can create
a |l oad between 0 and 100
Mo/ s. If workl oads are

| ess than the peak FDD
bandwi dth, i.e., 100 Md/s,

the traffic as seen in
realistic networks.

Several studies had been
conducted on | arge Ethernet
LANs within Digital; a case
study by D. Chiu and R
Sudanma i s one exanple.[12]
We anal yzed the results
fromthese studies to

understand the frame-

size distribution in such

networks. Fromthe anal ysis

we concl uded that

o Frane sizes on the
networks are related to
user protocols. Franes
in a test sanple were
di stri buted about a few
di screte franme sizes
(i.e., nodes of the
di stribution) rather
than over a wi de range
of franme sizes.

0 The probability function
of the franme sizes
near each node can be
approxi mated as a nornal
di stribution centered
about the npde.

A conposition anal ysis of
t he neasurenents provided
di fferent nodal nean sizes,
st andard devi ati ons, and
the probabilities of franmes
bel onging to the different
nodes. We used these val ues
to statistically create
Et hernet network traffic.
For our performance
measurenents, it was
necessary for us to change
this traffic pattern



the frame arrival pattern
can be specified as an
exponential, constant,

or normal distribution

The nmodel can generate a

wi de range of synthetic
traffic patterns, but to
obtain credi bl e perfornmance
results, we characterized

Digital Technica

appropriately to reflect
the differences that exist
bet ween FDDI LANs and

Et hernet LANs. The FDD
frame header is snmaller
than the Ethernet header
and the largest FDDI frane
is approxi mately three
tinmes the size of the
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| argest Ethernet frane.

We factored these changes
into the Ethernet nodel to
produce an FDDI workl oad
nodel . The FDDI workl oad
has either four or five
nodes.

The four-node distribution
contained a mpjority of
frames grouped around 60,
576, 1518, and 4496 bytes.
The standard devi ations
of the frames around these
mean val ues were 22, 5, 2,
and 2 bytes, respectively.
The frame vol unes at these
nodal val ues represented
contributions of 29
percent, 67 percent, 3
percent, and 1 percent,
respectively, to the total
| oad.

The five-node franme sizes
wer e grouped around 33, 80,
576, 1518, and 4496 bytes.
The standard devi ations
of the frames around these
means were 1, 20, 5, 2, and
2, respectively. The frane
vol unes at these nodes
contributed 26 percent,

15 percent, 55 percent,

3 percent, and 1 percent,
respectively, to the total
| oad.

In the above FDDI workl oad
nodel , the node of 1518
bytes is deternined by the
Et her net network's nmaxi num
frame-size capacity and,
simlarly, the node of
4496 bytes is determ ned by
the FDDI network's maxi mum
frame-si ze capacity. These
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net work. We consi dered
different contributions

and found their effect on
adapter throughput to be
negligi bl e. Therefore, only
one case for each workl oad
is presented in this paper.

FDDI Chip Set and Parser
The FDDI chip set, also
referred to as the FDD
corner, is the base-I|eve
technol ogy that was part
of Digital's strategy to
bui | d hi gh- perfornmance,

| ow- cost data |inks for
FDDI LANs. This chip set
perfornms serial-to-paralle
data conversion, acts as
an interface to the packet
menory in the data |ink

| ayer, and can support

a data rate of 100 M

/s.[13] The entire chip
set, except for the ring
menory controller (RMC)
was nodel ed as a bl ack box
with a specified per-frane
| atency. The RMC and the
associated first in, first
out (FIFO buffers for

the receive and transmt
stream st agi ng were nodel ed
in greater detail. The
detail was necessary

to capture any overfl ow

or underfl ow conditions
that m ght occur in the

FI FO buffers. W al so
nodel ed the interaction
between the transnit and
receive streans. The RMC
nodel , which served as the
front end of the chip set
nodel , was al so capabl e



two nodal franme sizes of generating contro

represent traffic generated and data transactions to
by |l arge data transfer performread/wite nenory
operations, e.g., file operations.

transfers. Contributions
due to these two nobdes
vary fromnetwork to
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The parser hardware

of f -1 oads sone host

frame processing to

the adapter. The parser
reads information about

a receive frame fromthe
RMC bus and creates a
forwardi ng vector, which

i s appended to the frane.
This forwardi ng vector is
used by different entities
in the adapter and the host
to efficiently process a
frame. The parser | atency
to generate this vector
varies with the frane

type and size. The parser
nodel hel ped to analyze
the inmpact of this latency
on performance. This node
m mcs the hardware to
produce a forwardi ng vector
for a given frame with a
pertinent |atency.

Packet Menory Controller

The packet nenory
controller (PMC) is the
heart of the adapter
system The ring entry
nover stage, the packet
buffer nmenory, and
t he packet nenory
interface constitute
the functionality in the
PMC.[8] The PMC controls
the arbitration and
servicing of requests to
and fromnenory to effect
the efficient transfer of
i nformati on. The PMC al so
controls the novenment of
poi nters corresponding to
every franme. These pointers
and the associ ated protoco

The hi gh throughput
capability of FDDI rings
can result in traffic
patterns that cause a
strain on the packet
menory. The PMC node
al l owed us to study such
scenarios. It is also
i mpportant to anal yze the
wor ki ng and performance
of the ring entry nover,
whi ch noves franes between
different interfaces
by mani pul ating the
control information of a
stored frane. The contro
i nformati on and frane
data reside in the packet
menory.

Host Interface

The host interface, also
call ed the host protoco
decoder, npves data between
t he adapter and the host
system t hrough an XM
bus and al so interfaces
with the PMC. We nodel ed
the interface to include
details of the dual direct
menory access (DMA) design
(one channel for the
recei ve stream and one for
the transmt streanm), the
stagi ng buffers associ ated
wi th each DMA channel
the XM interface, and the
PMC i nterface. The host
interface also has the
capability of scheduling
write operations while
waiting for the delivery of
read information. Priority
schenmes to conplete such
transactions, i.e.



generate work for the RMC, handshake mechani sns,

the host interface, or the are inportant froma

adapt er manager. per f ormance perspective
and, hence, were included
in the nodel.

XM System
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The XM systeminteracts
with the host system and
was nodel ed to include
details of the XM bus
and nmenory. This node
consi sts of an XM bus
subnodel that interfaces
to the XM end of the host
i nterface nodel of the
adapter. The subnodel al so
interacts with a nenory
nodel and an XM wor kl oad
generator nmodel. The bus
subnodel i nplenents the XM
pr ot ocol

Menory Mobdel . The menory
nodel was designed to
generate responses to
transactions that request
menory. Latency for these
requests is the nmenory
access tinme, which includes
a queue wait tinme. There
are basically two types
of systenms that support
t he DEMFA, as shown in
Figure 2. The type is
determnm ned by whet her
the XM is used as the
CPU bus, denoted in this
paper as the XM (CPU) bus
configuration, or as the
I/ O bus, denoted as the XM
(110 bus configuration.
The only difference between
the two systens is nmenory
access tine. This tine is
greater if XM is used
as the 1/0 bus; there
is an added | atency on
the read transactions
performed to fetch nenory
fromlocations that are
not local to the XM bus.
The nmenory space that is
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times in such systens.

The nodel presented in
this paper depicts the VAX
9000 1/ O architecture and
current inplenentation
Performance nmay vary with
ot her inplenentations.

XM Workl oad Generator. We
desi gned the XM workl oad
generator to represent
the I oad on the XM bus,
excluding traffic fromthe
DEMFA. This load tends to
have a deteriorating effect
on DEMFA performance and

thus, is referred to as the
XM interference workl oad.
It was inportant not only
to nodel the anount of

| oad but also to capture
the arrival pattern of

this traffic. The workl oad
nodel generated traffic
based on three inputs: the
total XM bandw dth used

by other XM nodes, the
average |l ength of each XM
transaction, and the burst
rate of the frane arrivals.
Transaction | engths on XM
vary fromone to five XM
cycles (i.e., 64-nanosecond
cycles). The maxi mum nunber
of nodes that can exist on
an XM bus is 14. Thus, the
burst rate can vary froml
to 13.

Typically, traffic on an
XM bus consists of many
back-to-back transactions
of various sizes. W
deci ded to use the worst
case val ues for both
the burst rate and the
transaction length in the



local to the CPU bus is XM interference workl oad

accessed through anot her presented in this paper
I/ O adapt er nechani sm The worst case burst rate
Such 1/ 0O adapters, CPU is 13, and the worst case
buses, and main nmenory transaction length is 5 XM
bandwi dth all play a role cycl es.

in determning the access

12 Digital Technical Journal Vol. 3 No. 3 Summer 1991
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Host System

The host system consists
of the CPU, disks, |ayered
software, the operating
system the device driver,
and a host workl oad
generator. The host system
was nodel ed in accordance
Wi th assunptions presented
in the section Results from
Per f ormance Si rmul ati on.

The CPU, disks, host
software, and the operating
system were nodel ed in
such a way that they do
not becone bottl enecks
during frame reception or
transm ssi on. A nodel of
the device driver handl es
frame transm ssion and
reception. The driver
interacts with a host
wor kl oad generator, which
creates different traffic
patterns for transm ssion
Thi s wor kl oad gener at or
has the same capabilities
as the receive workl oad
generator discussed in an
earlier section.

Results from Perfornmance
Si mul ati on

The data presented in this
section was generated
usi ng the simulation
nodel of the adapter.

This data represents the
har dwar e perfornmance of the
DEMFA; system performance
with the DEMFA as a
conmponent is not within

of relevant events and
quantities and print out
this information at the
end of a sinulation. As

di scussed previously, the
har dwar e perfornmance of

t he DEMFA varies dependi ng
upon whet her the system

is inmplenmented to use

the XM bus as a CPU bus
or as an |/ 0O bus. This
section presents sinmulation
results for both uses,
where appropriate.
Assunpti ons

For our sinulation
pur poses, we nade severa
assunptions. These
assunpti ons make the
results nore general and
bring out the hardware
performance characteristics
of the DEMFA, indicating
t he upper bounds of
performance that the
adapter can achi eve.

CPU and Sof tware
Capabilities. The device
driver and the host
sof tware do not become

bottl enecks during frane
recepti on and transni ssion.
We assuned that the host
CPU had enough conputi ng
ability to process franes
Wi t hout posing as a
performance bottl eneck

Menory Bandwi dth. Franes
sent from or received by
the host result in XM
bus transactions that
are witten to or read



the scope of this paper

We i nput paraneters to

the sinul ation nodel that
defined traffic patterns
and ran sinul ations for a
sufficient length of tine
to ensure that we captured
st eady- state behavior. The
nodel s maintain statistics

Digital Technica

fromthe host nenory.
Throughput varies with

the nmenory inplenentation
and interleaving. W
assuned that the menory

i mpl ement ati on and

i nterleaving were sel ected
such that no overl oadi ng
of the nmenory occurs, thus
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el i m nating wasted bus
cycl es.
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Buf fer Alignment and
Segnent ati on. W assuned
that data for transm ssion
and buffers for reception
were hexaword (i.e., 32-
byte) aligned and that
frames were unsegnent ed.

Simul ation Traffic.

No error frames or
error transactions were
si mul ated, since we assuned

these to be negligible.

No adapter nmanager traffic
was sinul ated during the
per f or mance neasurenents,
since these represent a
very negligible fraction
of the franmes received
during steady-state ring
operation.

Throughput Measurenents

Measurenments were nmade to
deternine the throughput
that the adapter can
sustain for received and
transmitted frames. It is
i mportant to understand how
t hroughput is related to
the | oad, the burstiness of
frame arrivals, the percent
XM interference, and the
frame size. This section
presents the results of the
t hroughput neasurenents
as functions of these
par anet er s.

Recei ved Throughput as a
Function of the Load. The
graph shown in Figure 3
is the result of severa
experiments conducted by
varying the |l oad for 33-

an exponential arriva
pattern, the throughput
increases at a rate
proportional to the | oad
up to a certain point, and
then gradual | y decreases
until the load is 100 Md/s.
The decrease in throughput
is caused by the | oss of
resources due to excessive
| oadi ng.

We simulated traffic with
a constant arrival pattern
and conducted the sane
experiments. These results
are also shown in Figure 3.
Observe that the point
of maxi mum t hr oughput
and the rate at which
t he throughput decreases
after reaching the maxi mum
vary with the arriva
pattern of traffic. After
perform ng experinents
on other frane sizes,
we concluded that there
is no fixed relationship
bet ween t he maxi mnum
achi evabl e t hr oughput and
t he throughput at FDD
saturation (i.e., 100-M
/s load). Also, there is
graceful degradation in
t hroughput after the peak.

Recei ve Throughput for
Four- and Five-node
Wor kl oads. We measur ed

adapter receive throughput
for four- and five-node
wor kl oads with a | oad

of 100 Mo/s. The XM

i nterference workl oad was
varied, and the results
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byte recei ved franes.

The frame arrival rates
depend on the |l oad and the
arrival rate distribution.
As nentioned earlier

the nodel is capable of
simulating traffic with
different arrival patterns.
Figure 3 shows that, with

Digital Technica

are presented in Figure

4. The adapter can receive
t he workl oad at 100 Mo/ s,
if the XM interference
wor kl oad remai ns noder at e.
Figure 4 al so shows that
there is very little

di fference in performance
bet ween the four- and
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five-nmode workl oads. Large
frames constitute a ngjor
part of both workl oads, and
| arger frames can be easily
supported by DEMFA at ful
FDDI data bandw dt h.

Recei ve Throughput as
a Function of Frane
Size. Figure 5 shows the
t hroughput as a function of
the frame size and the XM
interference workload, with
DEMFA attached to an XM
(CPU) bus. Smaller franes
have a | ower throughput
rate than | arger ones
because of high control
/[ data overhead. Since
control transactions
consune bandwi dth, the
bandwi dt h avail abl e for
data novenent is reduced.
Consequently, the overal
t hroughput rate is |ower.
Anot her reason for | ower
adapter throughput is the
XM utilization by traffic
from ot her nodes on the XM
bus. This XM interference
results in | ess avail able
XM bandwi dth for the
adapter and hence, |ess
t hr oughput .

The adapter throughput
for an XM (I1/0O bus
configuration differs
only slightly from
that for an XM (CPU)
bus configuration. Any
di fferences that exist are
for frames smaller than 64
byt es, since the adapter
experiences a per-frane
| at ency cost because the

Performance Anal ysis of a Hi gh-speed FDDI Adapter

Transmit Throughput

for Four- and Five-

node Workl oads. Figure 6
illustrates the transmt

t hroughput for a four-node
wor kl oad as a function of

the XM interference. W
performed simulations to
obtai n throughput data for
t he DEMFA when attached to
an XM (CPU) bus or to an
XM (1/ 0O bus. Throughput
for the XM (CPU) bus
configuration is 100 Md/s
and is insensitive to | ow,
XM interference | oads.
Whereas, XM (1/0O bus
configuration neasurenents
are negatively affected

by all |evels of XM
interference traffic. The
hi gher read | atency that
is inherent to an XM (1/0)
bus configurati on degrades
further with increasing
interference traffic. In
addition the degradation
appears to be linear. The
t hroughput s observed for
the five-node workl oads are
very simlar to the data
shown in Figure 6.

Transmit Throughput as

a Function of the Frane
Size. Figure 7 shows the

t hroughput as a function

of the frame size when the
DEMFA is attached to an XM
(CPU) bus. Throughput is

al so presented for various
XM interference workl oads.
As in the case of receive
t hroughput, transmt

t hroughput degrades as the



menory is not local to the frame size decreases and
XM bus. the XM interference | oad
i ncreases. This degradation
is again attributed to
hi gh control /data overhead
and | ower XM bandwi dth
availability.
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Lat ency Measurenents

Latency, as it relates to
the DEMFA, is explained in
the Definition of Metrics
section. W measured
the |l atency for receive
and transmt franes.

Frame | atency consists

of two conponents: the
active conponent, which
contributes to the tinme
when the frame or a portion
t hereof is being processed
at a service center (also
called the service tine);
and the passive conponent,
which is the time when the
frame or a portion thereof
waits for access to the
service center. Al [|atency
data presented in this
section represents averages
across a | arge nunber of
sanpl es. When neasuring

the |l atency of a frane,

we applied the maxi mum

| oad that can be sustained
continuously for that frane
si ze and type.

Recei ve Latency as a
Function of the Frame Size.
Figure 9 represents the
receive |l atency data as
a function of the frame
size for an XM (CPU) bus
configuration. Latency is
al so presented for various
XM interference |evels.
We present performance
data for only one XM
configuration because
there is little variation
between the results for

linearly with increased

XM interference.

Transnmit Latency as a
Function of the Frane

Si ze. Figure 10 presents
transmt |atency results
for an XM (CPU) bus
configuration and Fi gure

11 presents the results

for an XM (I1/0O bus
configuration. The | atency
was neasured as a function
of the frame size for
various XM interference
wor kl oads. Transmit |atency
is nmore sensitive to
the systemtype and to
the XM interference
wor kl oad because nost

XM transactions that
constitute transmt traffic
are read operations.
There is a distinctly

hi gher | atency cost
associated with these
transactions in the XM
(110 bus configuration

as conpared to the XM

(CPU) bus configuration. As
in the case of receive

| atency, the transmt
| at ency degrades with XM
i nterference.
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the XM (CPU) bus and XM
(110 bus configurations.
Both frame size and

| atency are plotted using
| ogarithmic scales. The
data illustrates that

XM |l atency increases
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Per f or mance Measurenments with
t he Prototype DEMFA

The intent of perforning
measurenments with the

pr ot ot ype DEMFA was
twofold. First, we wanted
to confirmthe performance
predictions arrived at

t hrough sinul ation. And
second, we wanted to
nmeasure sone features that
we did not inplenment in

t he nodel, either because
they were not quantifiable
or because they were too
conpl ex to nodel. Again,
we present only hardware
performance measurenents;
system performance with the
DEMFA i s beyond the scope

of this paper.
Measur ement Set ups

The experi nment al
configuration required

to performthe neasurenents
on the prototype DEMFA

is shown in Figure

12. This configuration
consi sts of a VAX 6000
processor connected to a
DECconcentrator 500. The
VAX 6000 system has an
XM backpl ane. The DEMFA
occupi es one of the slots
in the XM backpl ane and
is part of the XM (CPU)
bus configuration in this
system

Performance Anal ysis of a Hi gh-speed FDDI Adapter

An FDDI tester is

al so attached to the
DECconcentrator 500 and
acts as a source of franes.
The FDDI tester is a
useful tool for testing

t he DEMFA product; the
tester is capable of
transmitting traffic at
100 Mo/s and can generate
frames of various sizes
and types with different
destination addresses. A
st andal one software driver
and operating systemruns
on the VAX 6000 system and
is used for DEMFA hardware
performance tests. A logic
anal yzer is used to neasure
el apsed tinme and count
events.
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Throughput Measurenents
The device driver neasures

receive and transmit
t hroughput and i s designed
to perform m ni mal
processing for each frane.
Recei ve Throughput
Measurenments. We neasured
the receive throughput by
sendi ng a continuous stream
of frames at 100 Md/s from
the FDDI tester to the
DEMFA. We varied the frame
size for the tests and ran
each test for a |l ength of
time sufficient to verify
dat a convergence

We conpared the prototype
measurenments with the
nodel ed results for receive
t hroughput as a function of
the frame size for an XM
(CPU) bus configuration.
This validation of the
recei ve throughput results
is shown in Figure 13.

The hardware measurenents
denonstrate that the
adapter can receive frane
si zes above 69 bytes at 100
Mo/ s. Throughput degrades
for smaller frame sizes.
These neasurenents cl osely
val i date the nodel ed
results. The throughput

for the perfornmance node
denonstrates that the DEMFA
can continuously receive
frames greater than 65
bytes at 100 Mo/s. There is
a slight difference between
t he neasured and nodel ed
results at the |ower frame

t hroughput and is therefore
accept abl e.

Transmit Throughput
Measurenments. To neasure
the transmt throughput,
we forwarded franes from
the driver to the FDDI ring
at the maxi mum possi bl e
rate. The throughput was
cal cul ated fromthe number
of frames that could be
sent in a unit of tinme.
The adapter can transmt
frames | arger than 51
bytes at 100 Mo/s. Transmt
t hroughputs neasured in
the | aboratory validate the
nodel ed results as closely
as the receive throughput
val i dation results shown
in Figure 13. The nodel ed
t hroughput results were
| ower than the measured
results because we used
a conservative approach
to nodeling the nenory
| at ency.

Mul ti segnment ed and
M sal i gned Franes.
Segnent ati on and al i gnnent
of transmit frame buffers
in host menory is variable.
Typi cal ly, franes consi st
of two segnments, the first
contai ning the frane
header information and
t he second containing the
data. Since the DEMFA nust
access control and data
separately, segnmentation
makes this process | ess
efficient, froma hardware
perspective, than if
the data and contro



si zes because residua
XM interference traffic
exists in the neasured
system This experinmenta
error is unavoi dabl e, but
the difference is a small
percentage of the tota

Digital Technica

information exist in

the sanme buffer. Also,
buffers may be aligned
to start on different

byt e boundari es. Since
t he DEMFA transactions
begin on hexaword (i.e.

32- byt e) boundari es,
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hexaword al i gnment of frame because of the practica
data in the host buffers difficulty to perform

is the nost efficient | at ency measurenents on
arrangenent fromthe a |large nunmber of franes.

adapter's perspective.

We neasur ed throughput

wi th unsegnented and two-
segnmented frames, and with
frames aligned on | ongword,
gquadword, and hexaword byte
boundari es. Segnentation
and alignnment variations
cause negligi bl e throughput
degradation for frames 64
bytes or | arger.

Lat ency Measurenents

We used the | ogic analyzer
to nmeasure the frane

| atency. The | ogic analyzer
responds to signals that

i ndicate the starting and
ending tines for processing
a franme. The difference

bet ween these two tines

is the frame | atency.

The events were chosen

such that the neasurenents
conforrmed to the definition
of | atency as described in
the Definition of Metrics
section.

Note that the traffic
pattern used to neasure
atency in this section
differs fromthe workl oad
illustrated in the section
Performance Results
from Simul ation. Here, a
single frane was received
or transmitted, and we
nmeasured | atency due to
that franme only. Wereas
previ ously, we used the



simul ati on nodel to neasure
| atency as an average
across a | arge nunber

of frames representing

a load equal to the

maxi mum sust ai nabl e

adapter throughput.

The workl oads differ
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Recei ve Latency. The
receive frane | atency
predi ctions fromthe
per f ormance nodel and
adapter service tine
nmeasurenments taken from
the prototype hardware
are shown in Figure 14.
These | atency neasurenents
val i date the node
predi ctions in a way
simlar to that for the
t hroughput neasurenents.

Transmt Latency. W al so
conpared transmt | atency
measurenents to predictions
fromthe performance
nodel and found these
measurements to approxi mate
t he nodel ed results. But
actual | atency neasurenents
were slightly | ower than
the nodel ed results, again
due to a conservative
nodel ed | atency.

Concl usi ons

The performance node
was i ntended to track

t he performance of the
prototype hardware to an
accuracy of *10.0 percent.
The conparisons between
nodel ed and measured
results denonstrate

that the nodel actually
surpasses our goal. The
measur ed perfornmance

for the XM (1/0O bus
configuration using a
VAX 9000 system vali dated

t he nodel ed results

and pessinistic nmenory

| at ency assunptions for
transmt frames.
Throughput due to the four-
and five-nmode workl oads
is nearly the same. The
average frame size for
these distributions is
496 bytes and 487 bytes,
respectively. Thus,

t hroughput is a function
of the frame size and

i ndependent of the nunber

of nodes that exist in the
wor kl oad. Al so, this data
|l eads to the conclusion
that the DEMFA may never
pose as a performance
bottleneck in a rea

net wor k environnent.

For the sinulation, we
chose an XM wor kl oad
with an extrenely high
burst rate. Actual XM
systenms may result in

better throughput than that
presented in this paper

The resources required

to create XM workl oad
variations are not easily
accessi ble, so we did not
per f orm neasurements on
the prototype adapter

under different workl oad
conditions. But since other
nmeasur enment s val i dat ed

t he nodel predictions

so cl osely, neasuring
performance with varied

XM wor kl oads proved
unnecessary.

Val idation of the results
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as closely as did the
corresponding results

for the XM (CPU) bus
configuration. Disparity,

if any, between the nodel ed
and the nmeasured results
basically stem from

unavoi dabl e nmeasur enent
errors for receive franes

Digital Technica

that we predicted through
simul ati on increased our
confidence in various
desi gn nechani sns t hat

were verified using the
performance nodel as a test
pl atform When desi gning
new | /O architecture or
menory i npl enmentations, our
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per formance nodel all ows
changes to be made easily
in order to determine the
i mpact of such changes on
performance. The nodeling
strategy proved very
effective and hel ped to
deliver a high-quality
product with better
performance than what was
intended initially.
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