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Abstract

Wth the advent of fiber
distributed data interface
(FDDI') technology, Digita
saw the need to define
an architecture for a
hi gh- perf ormance adapt er
that could transnmt data
30 tines faster than
previ ously built Ethernet
adapters. W specified
a first generation FDD
data |ink |ayer adapter
architecture that is
capabl e of neeting the
maxi mrum FDDI packet -
carrying capacity. The

DEC FDDI control | er 400

is an inplenentation
of this architecture.
Thi s adapter acts as an

i nterface between XM -
based CPUs, such as the VAX
6000 and VAX 9000 series
of conputers, and an FDD

| ocal area network.

Fi ber distributed data
interface (FDDI) is
the second generation

| ocal area network (LAN)
technol ogy. FDDI is defined
by the American Nationa
Standards Institute (ANSI)
FDDI standard and wil |

The architecture and

i mpl enent ati on presented
in this paper are for the
DEC FDDI control | er 400,
Digital's high-performance,
XM -t o- FDDI adapter known
as DEMFA. Thi s adapter
provi des an interface

bet ween an FDDI LAN and
Digital's XM -based CPUs,
presently the VAX 6000

and VAX 9000 series of
conmputers.[1,2] DEMFA

i mpl enents all functions
at the physical |ayer and
nost functions at the data
link |ayer.[3, 4]

We begin the paper by
differentiating between

an architecture and an

i mpl enentati on. Then we
present our project goa
and anal yze the probl ens
encountered in neeting
this goal. Next we give a
hi stori cal perspective of
Digital's LAN adapters.

We follow this discussion
by describing in detai

the architecture and

i mpl ement ati on of DEMFA.
Finally, we close the paper
by presenting sone results
of perfornmance neasurenent



coexi st with Ethernet, at the adapter hardware
the first generation LAN I evel

t echnol ogy.
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Adapt er Architecture and Qur CGoal and the problem
| mpl enent ati on Definition

Bef ore we di scuss the
DEMFA architecture and
its inplenentation, it is
necessary to understand
what is neant by an
adapter architecture and
an i nplenmentati on of that
architecture. An adapter
architecture specifies
a set of functions and
the nethod of executing
t hese functions. An
i mpl enent ati on t hat
i ncorporates all of these
functions and conforms to
the nethod of executing
t hese functions becones
a menber of the adapter
architecture famly. Thus,
for a given architecture
many i npl ementations are
possi bl e.

To grasp the concept
presented in the previous
par agr aph, consider the
VAX CPU architecture. This
architecture defines the
i nstruction set, which
is conposed of a set of
arithnetic, |ogical, and
ot her functions, and a
format for the instruction
set that a processor should
i mpl enment to be classified
as a VAX conputer. Exanples
of VAX inplenentations are
the VAX 11/780 and the VAX
9000 conputers, which both
conformto the VAX CPU
architecture.

Qur goal was to define
an architecture for an
FDDI adapter that neets
the ultimte performance
goal of transmtting
approxi mately 450, 000
packets per second
(packets/s). This goa
is considered ultimte
because 450, 000 packets
/s is the maxi mnum packet -
carrying capacity of FDDI.
Note that this transm ssion
rate i s approxi mately 30
times greater than that
of Ethernet, which can
transmit approxi mately
15, 000 packets/s.
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Bef ore defining the

probl em the basic
properties of XM and FDD
nmust be understood. XM is
a 64-bit-w de parallel bus
that can sustain a 100-
nmegabyt e- per - second (MB/s)
bandwi dth for multiple
interfaces.[5] Each
interface attached to the
XM bus is referred to as a
commander when it requests
data or a responder when

it delivers data. XM is an
i nterconnect that can have
transactions from severa
commander s and responders
in progress simultaneously.

FDDI is a packet -

oriented serial bus that
operates using the token
ring protocol and has a
bandw dth of 100 negabits
per second (Md/s).[6] FDD
is capable of transmitting
packets as small as 28
bytes, which take 2.24

m croseconds to transmt.
Therefore, FDDI can carry
approxi mately 450, 000

m ni mum si ze packets
/'s. The | argest packet
that FDDI can carry is
4508 bytes. The ANSI/ | EEE
802.5 standard defines the
FDDI operation; Digita
has devel oped its own

i mpl enentation of the

FDDI base technol ogy as

a superset of the ANSI
st andard. [ 3]

Qur problemwas to
architect an adapter that
could interface XM, i.e.,
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ANS| defines the protocol
for interfacing an adapter
to an FDDI LAN.[6] But we
had to define the protoco
bet ween the adapter and the
VMS and ULTRI X operating
systenms used by npst VAX
comput ers. Thus, solving
the problemrequired us to
architect a data link |ayer
adapter that would satisfy
both protocols and neet
the FDDI mexi mum packet
transfer capability.

Hi storical Perspective

The conputer industry has
built many LAN adapters
since the inception of
Et hernet ten years ago.
The first LAN adapter built
by Digital was the UN BUS-
to-Nl adapter (UNA). (N
is Digital's alias for
Et hernet.) The Digita
Et her net-to- XM networ k
adapter, known as DEMNA
is Digital's npst recent
Et her net adapter.[7]

Let us choose the nmaxinmum
t hroughput rate expressed

i n packets per second as a
performance metric for LAN
adapters. The historica
perspective shows that
the first adapter to

neet the Ethernet packet-
carrying capacity is the
DEMNA. Therefore, it took
approxi mately eight years
and six generations for

an Ethernet adapter to
achi eve this throughput



a parallel high-bandw dth
CPU bus for VAX conputers,
to a serial fiber-optic
net wor ki ng bus. To avoid
bei ng the bottleneck in

a system such an adapter

must be able to transmt or
recei ve 450, 000 packets/s.

Digital Technica

rate. Consequently, many
desi gners thought that
our goal of neeting the

ultimate FDDI packet -
carrying capacity was
i mpossi bl e.

Journal Vol. 3 No. 3 Summer
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But the DEMFA architecture,

a first generation FDD

data |ink |ayer adapter
architecture, can neet

t he maxi mum FDDI packet -
carrying capacity. In

this sense, the DEMFA
architecture is ultinmate.

Tradi ti onal Adapter
Architectures

In this section, we
anal yze the traditiona
adapter architecture and
show that by using this
architecture we could
not neet our perfornmance
goal. Figure 1 is a block
di agram of a traditiona

The Architecture and | nplementation of a Hi gh-perfornmance FDD

adapter, e.g., DEMNA. In
such a design, a CPU in the
adapter operates on every
transmitted and received
packet. Thus, using this
traditional architecture

to build an ultimate FDD
adapter would require a CPU
capabl e of handling 450, 000
packets/s. To predict the
per formance of such a CPU
we extrapolated fromthe
performance data of the

CPU used in DEMNA. [ 7]

This traditional adapter
can handl e approxi mtely
15, 000 packets/s using a
CPU rated at 3 VAX units of
per formance (VUPS).
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If we assune a |inear
nodel to extrapolate the
performance of a CPU from
DEMNA to DEMFA, an ultinmate
FDDI adapter would require
at least a 90-VUP CPU. Such
a CPU was neither avail able
nor cost-effective for
timely shiprment of our
adapter. Besides, it would
be extravagant to use a
90-VUP CPU in an adapter
whose host CPU may have
a performance as | ow as
3 to 4 VUPs. Therefore,
we | ooked for a different
sol uti on.

DEMFA Architecture

The DEMFA architecture
is characterized by the
foll owi ng specifications
for functionality and

the neans to achieve this
functionality:

o As nmentioned earlier
t he DEMFA architecture

i mpl enents all functions
at the physical |ayer
and a maj or subset of
the functions at the
data |ink |ayer.

o The architecture
requires that this
functionality be
i mpl enented in pipelined
st ages, which are
used to receive and
transmt packets over
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stages to proceed in an
asynchronous fashi on.

o The architecture
requi res a packet-
filtering capability
in the pipelined stage
nearest to the FDD
ring; this capability
hel ps to mnim ze
adapter and host
resource utilization.

o The architecture
speci fies the DEMFA
port, which minimzes
the information transfer
required to interact
with the host operating

system This interaction
takes place during both

initialization and
the normal operation
of receiving and
transmtting packets.

In the foll owi ng sections,
we el aborate on different

features of the DEMFA
archi tecture.

Pi pelined Architecture with
No CPU Interference

Once we determined that the
traditional architecture

of a CPU processing the

packets coul d not neet

our performance goal

we began to investigate
alternative architectures.
The requi renment was

to either process one
recei ve packet or queue



the FDDI ring without
CPU interference.

The DEMFA architecture
specifies a ring
interface for

comuni cati ng between

t he pi pelined stages.

Ri ngs operate as queues
that all ow buffering
bet ween pi pel i ned

st ages, enabling these

Digital Technica

one transnit packet in a
time period | ess than or

equal to the time it takes
to transmit on an FDD
ring. Thus, the device we
architected nust process
28- byte packets in |ess
than 2.24 microseconds. A
little thought will show
that if we are able to
neet the requirenments for
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processing small packets

at the FDDI bandw dth, then

the requirements for |arger
packets can be easily net.
Qur final choice was

a three-stage pipeline
approach whi ch broke

down the conplexity of

i mpl ementation while
nmeeti ng our performance
goal. As shown in Figure

2, the three stages of the
pipeline in the adapter are
the FDDI corner and parser
(FCP) stage, the ring entry
nover (REM stage, and

t he host protocol decoder
(HPD) stage. Figure 2 also
shows two ot her functions
requi red of the adapter

the buffering of packets,
whi ch requires a nmenory
call ed the packet buffer
menory (PBM) and a nenory
interface called the packet
menory interface (PM);

and the local intelligence,
al so called the adapter
manager (AM).

DEMFA Functi ons

This section presents

bri ef descriptions of

t he DEMFA functions and

the pipelined stages in
whi ch these functions are
performed. This, according
to our definition, is the
DEMFA architecture. A later
section, One |nplenentation
of the DEMFA Architecture,
descri bes an inpl enentation
in detail.

The Architecture and | nplementation of a Hi gh-perfornmance FDD

is also responsible for
capturing the token on the
FDDI ring, transmitting
packets, and inplenmenting

t he physical |ayer, e.qg.
medi a access control (MAC),
functionality required by

t he FDDI standard.

The REM stage is
responsi bl e for
di stributing packets
recei ved over the FDD
ring to the host conputer
and to the AM This stage
al so collects the packets
fromthe host and the
AM to queue for FDD
transm ssion.

The HPD stage interfaces
with the XM bus to nove
recei ved packets from PBM
to the host nenory and to
nmove transmit packets from
the host menory to the PBM

The PBM stores the packets
recei ved over the FDD

ring and the packets to

be transnmitted over the
FDDI ring. It also stores
the control structures
requi red for accessing

t hese packets. The PM
arbitrates the requests
made by the three pipelined
stages and the AMto access
t he PBM



The FCP stage converts
serial photons on the

FDDI ring into packets

and then wites the packets
into PBM | ongwords, 32

bits at a tinme. The parser

i mpl ements the logical |ink
control (LLC) filtering
functionality. This stage
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The AM i npl enents the
functionalities of self-
test and initialization
in the adapter and also a
subset of the SMI function
requi red by the ANSI FDD
speci fication.[8] The
adapt er manager perforns
no function in either the
recei pt or transm ssion of
i ndi vi dual packets to the
host .

We use ring interfaces

to comunicate within the
adapter and between the
adapter and the host. These
interfaces are described

in detail immediately
foll owi ng the next section.

Per f ormance Constraints on
the Pipelined Stages
Consi der the three

pi pelined stages and their
ring interfaces. At any
time, the three independent
stages are processing

di fferent packets. Thus, if

the HPD stage is processing
recei ved packet 0, the REM
stage may be working on
recei ved packet 4 and the
FCP on received packet 7.
Not e that packets 1, 2, and
3 wait on a ring between
the REM stage and the HPD
stage. Simlarly packets

5 and 6 wait on a ring

bet ween the FCP stage and
the REM stage. The PBM nust
have enough bandwi dth to
service the three stages.

It al so nust service them

The Architecture and | nplementation of a Hi gh-perfornmance FDD

By dividing the processing
of a packet over the
three stages and the ring

i nterfaces used to queue
packets between these
st ages, we reduced the
conplexity of the total
adapter functionality.
Any inplenmentation of this
architecture specification
woul d consi st of three

| oosel y coupl ed designs
that use ring interfaces
to communicate with one
anot her .

Each stage nmust process a
packet in less tine than

it takes to transnmit the
packet on the FDDI ring.
As we nentioned previously,

this transmi ssion tinme

is 2.24 nicroseconds for
the smal | est packet. A

| arger packet mmy take

| onger to process than a
smal | packet, but such a
packet al so takes longer to
transmit on the FDDI ring.

Thus, to neet our

per formance goal, we
architected a three-stage
pi peline inplenmentation,
wi th each stage neeting

a packet-processing tine
dependent upon the packet
size. In addition, our
architecture specified a
PBM wi th sufficient menory
bandwi dth to service the
asynchronous requests
fromthe three stages with
m nimal | atency.

Ring Interface-The Core of



with low | atency so that the DEMFA Architecture

the first-in, first-out

(FIFO buffers in the FCP The ring interface forns

stage do not overfl ow. the core of the DEMFA
architecture. An interface
is necessary to exchange
dat a between the adapter
and the host conmputer and
al so between the different

Digital Technical Journal Vol. 3 No. 3 Summer 1991
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stages and functional units
of the adapter. Such an
interface usually consists
of a data structure and a
protocol for conmunication.
We eval uated various data
structures, including a
linked list or queue data
structure, and found that

a ring data structure is
efficient to mani pul ate and
woul d be easy to inplenment
in state machines, if
desirabl e.

| mpl ement ati on of Ring
Structures. Ring structure
i mpl ement ation requires
a set of consecutive
menory addresses, as
shown in Figure 3. The
ring begin pointer and the
ring end pointer define
t he begi nning and end
of aring. Two entities,
the transnitter and the
receiver, interface with
a ring to exchange dat a.
The transnmitter interface
delivers data to the
receiver interface using
the ring structure. This
data resides in nmenory
that is managed by one
of the two interfaces. If
the transnmitter interface
manages the nmenory, the
ring is called a transm t
ring. If the receiver
i nterface manages the
menory, the ring is called
a receive ring.

The Architecture and | nplementation of a Hi gh-perfornmance FDD

Rings are divided into
entries that consist of
several bytes each; the
nunber of bytes in an entry
is an integral nultiple
of longwords. A ring,
in turn, nmust contain an
i ntegral nunber of entries.
The entry size and the
nunber of entries in a ring
deternmine the ring size. W
chose an entry size that is
a power of two in bytes and
the nunber of ring entries

to be divisible by two, as
wel | . These choi ces hel ped
to sinmplify the hardware

i mpl ementation used to
peruse these rings.

Each entry consists of

0 An ownership bit, which
i ndi cat es whet her the
transmtter interface or
the receiver interface
owns the entry

o Buffer pointers, which
point to transmitted or
recei ved data

o A buffer descriptor,
whi ch contains the
I ength of the buffers,
and status and error
fields

The definitions of these
fields in an entry and

the rules for using the
information in these
fields constitute the ring
pr ot ocol

Only the interface that
owns an entry has the right
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Techni ca

Jour na

Vol .

3

No.

to use all the information
in that entry. This right

i ncl udes using the buffer
pointers to operate on

data in the buffers. Both

i nterfaces have the right
to read the ownership bit,
but only the interface with
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ownership my wite this
bit.

The two interfaces can
exchange entries by
toggli ng the ownership
bit. After toggling this
bit, the transmitter and
receiver interfaces need to
prod each other to indicate
that the ownership bit
has been toggled. This
i s acconplished using two
har dwi r ed Bool ean val ues,
by means of an interrupt,
or by witing a single-
bit register. Hardwi red
Bool ean val ues are used
when both the transmtter
and the receiver are on

the adapter. Either the

i nterrupt schenme or the

nmet hod of witing a single-
bit register is used

when the transnmitter and
receiver converse over an
external bus, e.g., an XM
bus.

The word "signal" is used
henceforth to represent the
proddi ng of one interface
by the other. A transnmitter
interface uses "transmt
done" to signal the
recei ver interface that
data has been transmitted.
A receiver interface uses
"receive done" to signa
the transnmitter interface
that the data has been
received. Note that we
have defined the DEMFA port
protocol in such a way that
the nunber of interrupts
used to signal the host

The Architecture and | nplementation of a Hi gh-perfornmance FDD

The unit of data exchanged
between the transmitter
interface and the receiver
interface is a packet. A
packet may be witten in
a single buffer if the
packet is small or over
mul tiple buffers if the
packet is large. In this
paper, we use the term
buffer to refer generically
to buffers in the adapter
or in the host. The buffers
in the adapter are al ways
512 bytes in size and, when
referred to specifically,
are called pages. The
buffers in the host may
be of different sizes.

An exchange of data
requires single or nultiple
buffers, dependi ng upon the
packet and buffer sizes.
One field of two bits
in the buffer descriptor
is used to designate
t he begi nning and end
of packet. These bits
are called the start of
a packet (SOP) and the
end of a packet (EOP).

Thus, for a one-buffer
packet both the SOP and
the EOP are asserted. For
a multiple-buffer packet,
the first buffer has the
SOP asserted, the mddle
buffers have both the SOP
and the EOP deasserted,
and the last buffer has the
EOP asserted. The buffer
descriptor also contains
fields that we do not
describe in this paper.



across XM is mnimzed to Dat a Exchange on a Transmit

reduce the host performance Ri ng. Data exchange between
degradati on caused by a transnmitter interface
i nterrupts. and a receiver interface is

acconplished in a simlar
manner on both transmit and
receive rings. Therefore,
we di scuss the exchange in
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detail for a transmt ring;
for a receive ring, we note
only the dissimlarities.
The events that occur

during the data exchange on
a transnmit ring are shown
in Figure 4. The process is
as follows. The transmtter
i nterface nmanages the
menory used to exchange
data and has two pointers
to the ring entries,

i.e., the fill pointer

and the transmitter free
pointer. The transmtter
interface uses the fil
pointer to deliver data

to the receiver interface.
The transnmitter interface
uses the transmtter free
poi nter to recover and
manage the buffers freed

by the receiver interface.
The receiver interface uses
only one pointer, i.e.,

the receive pointer, which
points to the next entry
that the receiver interface
interrogates to receive

dat a.

To understand how data is
transmtted, assune that
the pointers nove from
top to bottom as shown in
Figure 4. Initially, al
the pointers designate the

| ocation indicated by the
begi n pointer.

A transmitter that has data
to transmt to a receiver
uses the entry indicated
by the fill pointer. First,
the transmitter verifies

The Architecture and | nplementation of a Hi gh-perfornmance FDD

interface wites a single

entry and then toggles the
ownership bit and signals

the receiver interface.

For multiple buffers,
the transmitter interface
increnents the fill pointer
and repeats the two steps
described in the previous
paragraph to wite all
t he buffer addresses and
the |l ength and status

i nformati on. Then the
transmitter interface
toggl es the ownership bits
of all later entries of
the nmultiple buffers before
toggling the ownership bit
of the first entry. This
protocol preserves the
atomicity of the packet
transfer between the
transmitter and receiver
interfaces. Then the
transmitter interface
signal s the receiver
interface that a packet is
avail abl e on the transmt
ring. This signal alerts
the receiver interface,
whi ch then exani nes the
entry pointed to by the
recei ve pointer. The
receiver interface operates
on the entry data if it
owns the entry.

The receiver interface
returns the entries to the
transmitter interface by
toggling the ownership bits
and then signals receipt
of data to indicate the
return of the entries



that it owns the entry by (and hence the free

checki ng the ownership bit. buffers). Note that there
Second, the transmtter is no need to return
wites the buffer address these free buffers in a
and the remaining fields packet, atom c fashion

in the entry. In the The transmitter interface
case of a single buffer uses the transmitter free
packet, the transnmitter poi nter to exam ne the
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ownership bits in the entry
and to reclaimthe buffers.

The interfaces operate
asynchronously, since each
one can transmit or receive
data at its own speed. |f
the transmtter interface
can transmt faster than
the receiver interface
is able to receive, the
transmit ring fills up
Under such circunstances,
the receiver interface
owns all the entries
in atransmt ring, the
fill pointer equals the
transmitter free pointer
and data transm ssion
stops. Conversely, if
the receiver interface is
faster than the transmtter
interface, the transmt
ring will be nearly
enpty. In this case, the
transmitter free pointer
and the receive pointer are
al nost al ways equal

Note the foll ow ng

i nvariants that apply
to the pointers when
data i s exchanged on a
transmt ring: the fil
poi nter cannot pass the
transmitter free pointer
the transmitter free

poi nter cannot pass the
recei ve pointer; and the
recei ve pointer cannot pass
the fill pointer.



11

Digital

Techni cal

Jour nal

Vol .

3

No.

3 Sumrer

1991



The Architecture and | nplementation of a Hi gh-perfornmance FDD

Dat a Exchange on a Receive
Ring. As also shown in
Figure 4, the operation of
dat a exchange on a receive
ring is simlar to that
operation on the transmt
ring, with the follow ng
di fferences. The receiver
i nterface nmanages the

poi nters, the receiver
free pointer and the
recei ve pointer, and the
transmitter interface has
only one pointer, the fil
poi nter.

Table 1 shows the vari ous
DEMFA rings and the

menory used for exchangi ng transmtters and receivers
data. Consequently, the that interface with each
receiver interface has two ring.

Table 1

DEMFA Rings and Their Transnmitter and Receiver Interfaces

Rings Transmitter _ Receiver__ Remar ks
Ri ngs_i n_Packet Buffer_Menory
RMC Recei ve FDDI Cor ner Ring Entry Cont ai ns data that
Ri ng and Parser Mover Stage originated on the
St age FDDI ring.
RMC Transm t Ring Entry FDDI Cor ner Cont ai ns data that
Ri ng Mover Stage and Parser originated at the
St age host or the AM
destined for the FDD
ring.
HPD Recei ve Host Ring Entry Cont ai ns data that
Ri ng Pr ot ocol Mover Stage originated at the
Decoder host, destined for
St age the FDDI ring.

HPD Transm t Ring Entry Host Cont ai ns data that

Ri ng Mover Stage Pr ot ocol originated at the
Decoder FDDI ring, destined
St age for the host.

AM Receive Ring Adapter Ring Entry Cont ai ns data that
Manager Mover Stage originated at the AM



destined for the FDD
ring or the host.

AM Transmi t Ring Entry Adapt er Cont ai ns data that

Ri ng Mover Stage Manager originated at the
FDDI ring, destined
for the AM

12 Digital Technical Journal Vol. 3 No. 3 Summer 1991
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Table 1 (Cont.)

DEMFA Rings and Their Transnmitter and Receiver Interfaces

Rings Transmitter _ Receiver__ Remar ks
Ri ngs_i n_Host _Menory
Host Receive Host Host Cont ai ns data that
Ri ng Pr ot ocol originated at the
Decoder FDDI ring or the
St age AM destined for the
host .
Host Transmi t Host Host Cont ai ns data that
Ri ng Pr ot ocol originated at the
Decoder host, destined for
St age the FDDI ring.
Command Ri ng Host Adapt er Cont ai ns conmmands
(Transmit Ring) Manager that originated at
t he host for the
AM Note that the AM
replies in the sane
ring.
Unsolicited Adapt er Host Manager Contains unsolicited
Ri ng (Receive nmessages fromthe AM
Ri ng) to_the host._
Subsystem Level The inpl ementation of the
Functionality conplex CMI algorithmin
The basic functions that an adapter requires an
an FDDI LAN adapter is intelligent conmponent, such
required to performare as a mcroprocessor, that
receiving and transnitting can receive, interpret,
packets over the FDDI ring. and transnit packets. Note
The adapter nust be able that the nunmber of CMI
to establish and maintain packets that flow over the
connection to the FDDI FDDI ring constitutes only

net wor k. The connecti on a small fraction of the
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managenent (CMT) protocol,
a subset of the station
managenent (SMT) protocol,
specifies the rules for
this connection.[8]

Di gital Techni cal

normal traffic. Therefore,
a | ow performance CPU

i s adequate to inplenment
connecti on nmanagenent. The
CPU in the DEMFA device is
cal l ed the adapter manager
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The packets in the receive

stream that originated

on the FDDI ring and are

addressed to this host or

adapter (together called

the node) can take one of

the foll owi ng paths:

o Packets not addressed to
this node are forwarded
over the FDDI ring.

o Packets addressed to
this node are delivered
to the host conputer.

o Packets addressed to
this node are delivered

to the AM

The delivery of packets to
the host conputer inplies

that the adapter has a
pointer to a free nmenory
buffer in which to deposit
the received packet. The
DEMFA port, described in
the next section, specifies
the rules for extracting
free buffer pointers from

t he host menory.

For each packet that the
host needs to transmt,
t he adapter nust know
t he buffer address or
addresses and the extent
of each buffer. The DEMFA
port defines the nethod
to exchange this buffer
informati on. In addition,
the host and the adapter
nm croprocessor nust be able
to exchange i nformation.
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The DEMFA port specifies
the data structure

and protocol used for
conmuni cati on between

t he adapter and the host
conmput er. Rather than

i nvent a new protocol
we nodified the DEMNA
port specification.[7]
The data structure used to
pass i nformati on between
the host and the adapter
is aring structure.

Such structures are nore

efficient to traverse than
queue structures.

The DEMFA port defines the

four separate host rings
listed in Table 1:

o The host receive ring,
whi ch contains pointers
to free buffers into
whi ch a packet received
over the network can be
deposi ted

0 The host transmt ring,
whi ch contains pointers
to filled buffers

from whi ch packets are
renoved and transmitted
over the FDDI ring by
t he adapter

o The host command ring,
whi ch sends conmands to
the AM

0 The unsolicited ring,
which the AM uses to
initiate comrunication
with the host CPU



The DEMFA port defines By using four host rings,

the protocol for this we differentiated between
communi cation al so. the fast and frequent
DEMFA Port data nmovenent to and from

the FDDI ring and the
conparatively slow and

i nfrequent data novenent
required for conmunication
with the AM
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Adapt er

One | npl enentation of the
DEMFA architecture

Previ ous sections specified
t he DEMFA architecture.
The remai nder of this paper
descri bes an inpl enentation
of the DEMFA architecture.
In the foll owi ng sections,
we present details of
the inplenmentation for
t he packet buffer nenory
and the packet menory
interface; the three

pi pel i ned stages, FCP, REM
and HPD; and the adapter
manager .

Packet Buffer Menory and
Packet Menory Interface

The packet buffer nenory
stores the data received
over the FDDI ring before
delivering this data to the
host. The PBM al so stores

data fromthe host before
transmtting over the FDD
ring.

PBM consi sts of two
menories: the packet
buffer data menory and the
packet buffer ring nenory.
Virtually, the packet
buffer data nmenory divides
into seven areas-one used
by the AM and three each

for data reception and

data transni ssion to and
fromthe three externa
interfaces. These three
interfaces are the FCP
stage, the HPD stage,

and the AM The areas are
accessed and managed by the

The Architecture and | nplementation of a Hi gh-perfornmance FDD

The three pipelined stages
and the nmenory refresh
circuitry use the packet
menory interface (PM)
to access PBM The PM
arbitrates and prioritizes
the requests for nenory
access fromthese four
requesters. Physically, the
PM has three interfaces:
the FCP stage, the REM
stage, and the HPD st age.
Virtually, the PM has
four interfaces; the HPD
interface multipl exes
traffic fromboth the host
and the adapter manager.
The PM al so has the
functionality to refresh
the dynam c nenory and to
i mpl ement a synchroni zer
bet ween t he 80-nanosecond
FDDI cl ock and the 64-
nanosecond XM cl ock

All interfaces request
access to the nenory by

i nvoki ng a request/grant
protocol . Sone accesses
are longword (4-byte)
transactions that require
one to two nenory cycl es;
ot hers are hexaword (32-
byte) transactions and
require a burst of nenory
cycl es.

The interfaces have the
following priorities: (1)
refresh menory circuitry,
(2) the REM stage, (3)
the FCP stage, and (4)
the HPD stage. The refresh
menory circuitry has the
hi ghest priority because
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six rings residing in the
packet buffer ring nenory
and listed in Table 1.

Not e that the division

is considered virtua
because the physical nenory
| ocations of the areas
change over tine.

Digital Technica

data loss in the dynamc
menory is disastrous. Also
the refresh circuitry nakes
a request once every 5

to 10 m croseconds, thus
ensuring that the | ower
priority requesters always
have access to the nenory.
The REM has the second
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hi ghest priority because
it always requests one

| ongword, which requires
one menmory cycle. Once
the REM receives data,
by design it waits at

| east two cycles before

maki ng the next request.
Thus, the REM does not
nmonopol i ze the nenory,

and the FCP can al ways

get its requests serviced.
The FCP stage requires

guar anteed nenory bandwi dth
with small |atency to avoid
an overfl ow or underfl ow
condition in its FIFGCs.
Finally, the HPD interface
has the | owest priority
because no data | oss

The receive streamin
this stage converts the

i ncom ng stream of photons
fromthe FDDI ring into a
serial bit stream using the
fiber-optic transceiver
(FOX) chip. The clock

and data conversion chip
then recovers the clock
and converts the incom ng
code fromb5 to 4 bits. The
MAC chi p converts this

el ectronic serial bit
streamto a byte stream
The MAC chip inplenents a
superset of the ANSI MAC
standard.[9] Digital has a
speci fic inplenentation of
the MAC chip.[3] The ring
menory controller (RMC)
interfaces with the byte-
wi de stream fromthe MAC,
converts the bytes into 32-

The Architecture and | nplementation of a Hi gh-perfornmance FDD

occurs if menory access is
denied for a theoretically
infinite anpunt of tine.
Qur adapter design has
mechani sns t hat guarant ee
menory access to the HPD

FDDI Cor ner and Parser
St age

The FCP stage, illustrated
in Figure 5, provides the

i nterface between the

FDDI ring and the packet
buffer nenory. This stage
can receive or transmt

the smal | est packet in

2.24 mcroseconds, as

requi red by our performance
constraints.

as a stream of photons.
Thi s stage can generate and
append 16 bytes of cyclic
redundancy code (CRC)

to every packet before
transmtting.

The parser conponent of
this stage interfaces with
the RMC bus to generate a
forwardi ng vector that has
a variety of information
i ncluding the data |ink
user identity and the
destination of the packet,
i.e., the host or the
AM The parser extracts
packet headers fromthe
RMC bus and operates on
the FDDI and the LLC parts
of the packet headers.

The parser then processes
this information in real
time, using a content-



bit words, and wites these
words to the PBM using the
RMC receive ring and the
ring protocol

The transnmit stream
accesses a packet from
the PBM waits for the
t oken on the FDDI ring,
and transnits the packet

16 Digital Technical Journal Vol.

addressabl e menmory ( CAM
that stores the profiles of
data |ink and other users.
As a result, the parser

generates a forwarding
vector that contains the
desti nati on address of
either the host user or

the AM user. The forwarding
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vector destination field
is given a "discard" val ue,
i f the packet header does
not match any user profile.
Not e that the forwarding
vector is a part of the
buffer descriptor field in
the RMC receive ring.

Ring Entry Mver Stage

The REM nmoves filled
packets fromreceive

rings to transmt rings

by copyi ng pointers rather
t han copyi ng data. (Copying
pointers is a nmuch faster
operation than data copy.)
Note in Figure 6 that for

a given interface, no
filled packet noves from
its receive ring to its
transmt ring. For exanple,
no filled packet nobves from
the RMC receive ring to the
RMC transmt ring. Also,

in this design there is no
need for a path fromthe
HPD receive ring to the AM
transmt ring.

A second function perfornmed
by the REM stage is to
return free packets from
the transmt rings to
the proper receive rings.
Transmit rings point to
free packets after the
recei ver interface has
consunmed the information in
t he packet. The REM which

The Architecture and | nplementation of a Hi gh-perfornmance FDD

The ring entry nover

stage perforns four nmjor
functions: (1) noving
filled packets fromreceive
rings to transmt rings,

(2) returning free packets
fromtransmt rings to
receive rings, (3) nmanagi ng
buffers, and (4) collecting
statistics. Figure 6 shows
the various rings, the

ring entry nover, and the
novenent of filled and free
packets.

the color field, a subset
of the buffer descriptor
field. The color field
contai ns color information
t hat desi gnates the
receive ring to which the
buffers bel ong. This col or
information is witten into
the buffer descriptors of
the free buffers during
initialization. Note that
during initialization, the
adapter free buffers in the
PBM are allocated to the
three receive rings with
which the REMinterfaces.
The REM al so perfornms
buffer resource managenent.
Note that a reserved

pool of buffers exists
for traffic arriving
over the FDDI ring. This
FDDI traffic has two
destinations, nanely the
host CPU and the adapter
manager. To ensure that
one destination does

not nonopolize the poo
of buffers, the pool is
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is atransmtter interface
on all transmit rings in
the PBM owns these buffers
after the appropriate
receiver interface toggles
the ownership bit. The

REM returns the buffers to
the original receive ring
by using information in

Digital Technica

divided into two parts:

host all ocation and

AM al | ocation. The REM
delivers no nore than the
al |l ocat ed nunber of buffers
to one destination.
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The fourth major function
that the REM perforns is
to collect statistics. The
REM col | ects statistics

in discard counters for
packets that cannot be
del i vered due to | ack

of resources. The REM
interrupts the AM when

t hese counters are half
full. The AM reads,
processes, and stores these
counters for statistical
pur poses. The AM read
operation resets these
counters. There are a
nunmber of other counters
in REM

Host Protocol Decoder Stage

HPD Recei ve Pipeline. The
recei ve pipeline has three
stages: (1) the fetch and
decode host receive entry
stage, (2) the data nover
stage, and (3) the receive
buffer descriptor wite
stage. Most pipelines work
in a lockstep fashion;
that is, each stage takes
t he sane amount of time
to process input. In our
design, the processing tine
varies for each stage in
t he pipeline. For exanple
the data nover stage will
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The host protocol decoder
interfaces with the XM

bus, fetches and interprets
entries fromthe host
receive and transnit rings,
and noves data between

t he host and the PBM

This stage al so acts as

a gateway for the AMto get
to the host nenory or to

t he PBM

Figure 7 is a block
di agram of the HPD st age.
The receive and transmt
pi pelines store and
retrieve receive and
transmit data fromthe host
menory. The two pipelines
work in parallel. W now
expl ain the operation
of the receive pipeline
in detail. The transmt

pi peline operates in a
simlar manner; thus,
we highlight only the

di ff erences.

interlocks to signal the
conpl eti on of work.

The fetch and decode host
receive entry stage has
know edge of the format
and size of the ring and
sequentially fetches host
receive ring entries. If
t he adapter does not own an
entry, this stage waits
for a signal fromthe
host before fetching the
entry again. If the adapter
does own the entry, this
stage decodes the entry
to determ ne the address



take a much |onger tinme to
transfer 4500-byte packets
than to transfer 100-byte
packets. The fetch and
decode host receive entry
stage, on the other hand,
may take the sane anpunt

of time to decode entries

for packets of either size.

Consequent |y, stages use

18 Digital Technical Journa

of the free buffer in the
host menory and the nunber
of bytes in the buffer.

The stage then passes

this buffer information

to the data nover stage
and the address of the host
entry to the receive buffer
descriptor wite stage.

In addition, this stage
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prefetches the next entry
to keep the pipeline full
in case data is actively
recei ved over the FDD
ring.

In parallel, the PM
interface stage part of the
HPD chip fetches the next
entry fromthe HPD transmt
ring. Decoding this entry
det ermi nes the address of
the buffer in the PBM and
t he amount of data in the
buffer. The packet buffer
bus interface passes the
buffer address and | ength
information to the data
nover stage and the address
of the HPD transmt ring
entry to the receive buffer
descriptor wite stage.

Now, the data nover stage
has pointers to the host
free buffer and its extent
and to the PBMfilled
buffer and its extent.

The stage proceeds to nove
the data fromthe PBMto
the host nmenory over the
XM bus. Dependi ng on

the XM nenory design
this transfer involves

oct aword or hexaword
bursts. The process of
novi ng data continues unti
the depl etion of packet
data in the PBM

The data nover stage
signals the receive buffer
descri ptor stage when
t he packet noving is
conpl ete. The receive
buffer descriptor stage
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return the free buffer to
the ring of origin.

HPD Transmit Pipeline. The
HPD transmt and receive

pi pelines are symetri cal

The HPD receive pipeline
delivers data fromthe

HPD transmt ring to the
host receive ring. The HPD
transmt pipeline delivers
data fromthe host transmt
ring to the HPD receive
ring.

There is one exception to
the symretry. The transmt
pi pel i ne does not fetch an
entry fromthe HPD receive
ring in PBMto determ ne
if there are enough free
buf fers available. A
hardware interface between

the PM and the HPD, i.e.
a Bool ean signal, indicates
whet her there are enough
buffers to accommodate

the | argest possible size
transmit packet. This
exception is an artifact

of our inplenmentation;

we wanted to reduce the
accesses to the PBM since
its bandwidth is a scarce
resource.

Adapt er Manager

The local intelligence,

al so known as the adapter
manager, inplenments various
necessary adapter functions
i ncludi ng self-test and

the initialization. The

AM al so i npl ements part of
the CMI code that nmnages



wites in the status fields
of the host receive ring
entry and the HPD transmit
ring entry. This stage

al so gives ownership of the
filled buffer to the host

and of the free buffer to
the REM The REM can then

Digital Technica

the FDDI connection.[10] In
addition, the AMinterfaces
with the host to start and
stop data |ink users by
dynam cal | y mani pul ati ng

t he parser data base.
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Traci ng a Packet Through the
Adapt er
The maj or steps for data
transfer incorporate the
subfunctions previously
di scussed. This section

traces the path of a packet

P through the adapter

first on the receive stream

and then on the transmt
stream We assune that
adapter initialization is

conplete and that all data

structures in the packet

menory and parser data
base are properly set. In
this exanple, we further
assune that packet P is
smal | enough to fit into
a single buffer. Large
packets require multiple
buffers.

Recei ve Stream

A packet destined for
the host passes through
the three major pipelined
stages in the adapter. A
bri ef description of the
i ntrastage operation and
details of the interstage
functioning follow. The
four parts of Figure 8
illustrate the receive
process.

FDDI Corner and Parser
Stage. Figure 8(a) shows
packet P on the FDDI ring;
the packet is actually a
stream of photons. This
stage converts the stream
of photons into a packet.
At this point, a free

The stage determnes if
packet P is addressed to
this node, forwards the
packet on the FDDI ring,
and copi es the packet
for this adapter if it
is addressed to this node.
This stage al so generates
a CRC for the packet. The
FCP stage then deposits the
copi ed packet into the free
buffer in the RMC receive
ring entry shown in Figure
8(b).

After depositing the
conpl ete packet, this
stage wites the buffer
descriptor and toggles the
ownership bit. The ring
entry nmover now owns packet
P. The FCP stage is free
to receive the next packet,
which is stored in the next
buffer in the RMC receive
ring.

Ring Entry Mver Stage. The
REM extracts the packet
buffer descriptor and
det er mi nes the nunber
of pages in packet P
This stage al so has an
account of the number of
pages outstandi ng on the
HPD transmit ring. The
REM del i vers packet P

to the HPD transnit ring
provi ded the host resource
al l ocation is not exceeded.
The REM del i vers the packet
by copyi ng page pointers
fromthe RMC receive ring
to the HPD transnmit ring,

as shown in Figure 8(c).



buffer is avail able for Note that the HPD transmt

packet P in both the RMC ring is |arge enough to
receive ring and the host write all pointers fromthe
receive ring. The FCP stage RMC receive ring and the AM
owns the free buffer in the receive ring. The REM t hen
RMC receive ring. transfers ownership of the

HPD transmt ring entry to
the HPD stage and the RMC
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receive ring entries to the
FCP st age.

HPD St age. The HPD receive
pi peline operates on a
packet it owns in the HPD
transmt ring. As shown in
Figure 8(d), after fetching
the address of the free
host buffer, this pipeline
noves packet P fromthe
PBMto the host nenory
and toggl es the ownership
bit of the host entry.

Si mul t aneously, the HPD
returns ownership of the
free buffers in the HPD
transmit ring to the ring
entry nover stage. The REM
returns these buffers to
the RMC receive ring as
free buffers.

Transmit Stream

To transmt data fromthe
host transmit ring to the
FDDI ring, the packet nust
pass through the sane three
stages as for the receive
stream but in the reverse
di rection.

HPD St age. For the receive
stream the HPD receive

pi peline prefetches the
free buffer fromthe host
receive ring. In contrast,
the HPD transnit pipeline
must wait for the host to
fill the transnmit buffer

and transfer ownership to
the host transnmit ring. The
HPD stage then noves the
data fromthe host nmenory
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Ring Entry Mver Stage. The
REM noves the packet from
the HPD receive ring to the
RMC transmit ring. Again,
the REM copi es pointers
fromring to ring and
toggl es the ownership bit
on the RMC transmt ring.

FDDI Corner and Parser
Stage. Although the packet
is available in PBM for
transmi ssion, the FCP stage
nmust receive a token before
transmtting over the FDD
ring. Once the transm ssion
is conplete, the buffer
on the RMC transmt ring
is now free. The FCP stage
returns ownership of the
buffer to the REM which
then returns the free
buffer back to the HPD
receive ring or the AM
receive ring, depending
upon the origin. Again, the
free buffers are returned
by copying buffer pointers.

The receive and transmt
streans for the adapter
manager are simlar
to those for the host;
therefore, we do not
descri be these processes.

Har dwar e and Fi r mnar e
| mpl enent ati on



to the PBMif the hardw red
si gnal between the REM and
the HPD indicates that a
suf ficient nunmber of pages
is available. Finally, the
HPD transfers ownership

of the host transmit ring
entry to the host and the
HPD receive ring entry to
the REM

Digital Technica

The hardware inplenentation
of DEMFA consi sted of

four large gate arrays,
custom very | arge-scal e

i ntegration (VLSI) chips,
dynam ¢ and static random
access nenories (RAMs), and
jelly bean logic. Figure
9 is a photograph of the
DEMFA board.
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Phot o of DEMFA Board

Tabl e 2 shows various
gate arrays, the tota

The four gate arrays gate count for each gate
speci fied and desi gned array, and the percentage
by the group are the of control gates and
parser, the adapter manager data path gates. Contro
interface (AM), the host gates are defined as gates
protocol decoder, and the required for inplenmenting
packet nenory controller state machi nes used for

(PMC), which incorporated control. Data path gates

the function of the packet
menory interface and the
ring menory controller. W
now descri be aspects of the
gate array devel oprent.
Note that we used the
Conpacted Array technol ogy
devel oped using LSI l|ogic

are gates required for

regi sters and multipl exors,
for exanple. Note that

the conplexity of gate
arrays is proportional to

t he percentage of contro
gates. The gate arrays in
Table 2 were fairly conpl ex

for our inplenmentation. The because they consisted of
gate arrays have 224-pin approxi mately 50 percent
surface nount packagi ng. control gates.

Table 2

Gate Counts for

DEMFA Gate Arrays

Dat a Gates Control Gates
(Percent of (Percent of
Gate Array__ Total _Gates_ total) total)
Par ser 20296 39 61
PMC 61537 40 60
HPD 81265 34 66
AM 15002 49 51




Modul e | nmpl enent ati on

We used the 11-by-9-inch
XM nodul e for inplenenting
the adapter. Early in the
project we defined the pin
functions for various gate
arrays. Once these were

defined we coul d design

22 Digital Technical Journal

our nodul e. SPICE nodel i ng
hel ped in arriving at a
correct nodul e design with
the first fabrication.

The desi gn was thorough
and conpleted early in the
proj ect.

Fi rmnvare | npl ement ati on
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The DEMFA firnmwvare has
three major functions:

sel f-test, FDDI nanagenent
(usi ng Conmon Node

Sof tware), and adapter
functional firnmwnare. The
DEMFA t eam i nmpl enment ed

t he adapter functiona
firmvare while other groups
desi gned the two renmaining
conponents. The DEMFA
functional firnware can
initialize the adapter

and then interact with

the host to start and stop
data |ink |ayer users,

as well as perform ot her
functions. The firnmware

is inmplemented in the C

| anguage for the Mdtorola
68020 system The tota

i mage size is approxi mately
160 kil obytes.

Per f or mance

The graph presented in
Figure 10 shows the adapter
performance for the receive
and transmt streans at
t he adapter hardware |eve
for this inplenentation.
The data represents
t hroughput neasured in
nmegabits per second as
a function of packet
si ze nmeasured in bytes.
Figure 10 illustrates that
the receive and transmt
streanms nmeet the 100-Md/s
t hroughput when t he packet
size is approximtely 69
bytes. The bottl enecks
in this inplenentation
of the DEMFA architecture
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timely fashion. For nore
detail ed performance dat a,
see the paper entitled
"Performance Analysis of a
Hi gh- speed FDDI Adapter" in
this issue of the Digita
Techni cal Journal . [11]

Concl usi on

The goal of the DEMFA
project was to specify an
architecture for an adapter
that woul d be at | east
30 tines faster than any
previously built adapter
The architecture al so had
to be easy to inplenent.
Thi s paper descri bes
the architecture and an
i mpl ement ati on of DEMFA.
Per f or mance neasurenents
of the adapter show that
this first inplenentation
successfully neets cl ose
to the maxi num FDD
t hroughput capacity; thus,

t he DEMFA perfornmance can
be considered ultimte.

Al ready, a nunber of
adapters have been desi gned
based on ideas borrowed
fromthe DEMFA architecture
and i nplenentation. In a
few years, architectures
simlar to this one may
becorme the norm for data
link and even transport

| ayer adapters, rather than
t he exception.
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