Design of the DEC LANcontroller 400 Adapter

By Richard E. Stockdal e and Judy B. Weiss

Abstract

The DEC LANcontrol | er
400, Digital's XM-to-

Et her net adapter (DEM\A),
connects systems based
on the Digital XM bus
to an Ethernet/| EEE 802. 3
| ocal area network (LAN)
These systens use the XM
bus either as the system
bus (VAX 6000 systens)

or as an 1/0O bus (VAX
9000 systemns). The new

systens, which can utilize
the full bandw dth of the
Et hernet, are characterized
by increased host processor
speeds. The DEMNA adapt er
was designed to support
these I/ O requirenents.

In addition, console and
nonitor facilities were
built into the adapter
firmvare for debugging,
verification, and user
visibility. The adapter's
performance for snall
packets exceeds system
capabilities, and Ethernet
bandwi dth is the liniting
factor for |arge packets.

The hi gh-performance
DEC LANcontrol |l er 400,
Digital's XM -to-Et hernet

the XM bus either as

the system bus (VAX 6000
systenms) or as an I/ O

bus (VAX 9000 systens).

It is an intelligent
adapter that inplenents

t he physical layer and part
of the data link |ayer of
network protocol. The term
intelligent refers to the
packet processing perfornmed
by the adapter as part of
the data link |ayer.

The DEMNA adapter was
needed to support the I/0O
requi renents of the VAX
6000 and VAX 9000 systens,
which can utilize the ful
bandwi dt h of the Ethernet.
The adapter al so provides
the ability to configure
these systens without a
Bl bus. For these systens,
the DEMNA adapter is the
only Ethernet connection
avail abl e.

The DEMNA adapter is
controlled by a port
driver that resides in
host menory. The interface
bet ween the port driver

and the DEMNA firnware
(the port) is a ring-based
design which is optim zed



adapter (DEWMNA), connects
a system based on the
Digital XM bus to an

Et hernet /| EEE 802. 3 | oca
area network (LAN). This
adapter is intended for
Digital systens that use

Digital Technica

for | ow system overhead and
hi gh performance.

The DEMNA adapter has the
foll owi ng maj or features:

0 Supports Ethernet/|EEE
802. 3 protocols
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0 Supports up to 64 users
(each one a separate
protocol such as |oca
area transport [LAT]
sof tware, DECnet network
software, or clusters)

0 Supports two nodes of
addressi ng: VAX virtua
addr essi ng and 40-bit
physi cal addressing

o Allows buffer chaining
on transmt

o Perforns packet
filtering and validation
on receive

0 Supports Digital's
mai nt enance operations
protocol (MOP) functions

o Provides support for
di agnostic routines and
field service functions
i mpl enment ed t hrough
the system consol e or

di agnostic software

0 Has consol e and nonitor
facilities that allow a
consol e user to nonitor
DEMNA operation and
network utilization

The m croprocessor
subsystem contai ns the
CMOS VAX (CVAX) processor,
system support chip (SSC)
boot read-only nenory
(ROM, Ethernet address
progranmmbl e read-only
menory (PROM, electrically
erasabl e programmabl e read-
only nenory (EEPROV) ,
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Thi s paper begins with a

| ogi ¢ overvi ew of the DEMNA
device. The sections that
foll ow di scuss the factors
that influenced design and
i mpl ement ati on, descri be
the maj or perfornmance
metrics and user visibility
operations, and review the
design results and future
needs.

Logi ¢ Overvi ew

The DEMNA adapter is a
si ngl e-board XM adapter

based on conpl enentary
nmet al - oxi de sem conduct or
/transi stor transistor

| ogic (CMOS/ TTL)

technol ogy. As shown in
Figure 1, the hardware
consi sts of four separate
subsyst ens:

o M croprocessor

o Direct menory access
(DMA) and shared menory
o XM interface

o Ethernet

but is copied to RAM for
execution. The boot ROM
contains the initialization
code and di agnostics. This
subsystem al so provides a
consol e interface through
the SSC for diagnostics,
nodul e debuggi ng, and

net wor k noni toring.

The DMA and shared menory
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and random access nenory
(RAM . The nicroprocessor
subsystem provi des an

i nternal, high-speed

CDAL bus so that the CVAX
processor can fetch its

i nstructions and execute
them wi t hout bei ng del ayed
by the other controllers on
t he nodul e. The firnware
is stored i n EEPROM
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subsystem provi des the
means of conmmuni cati on

bet ween the CVAX processor
and the other subsystens.
The devices arbitrating

for this shared nenory are
t he CVAX processor, the
gate array, and the Loca
Area Network Controller for
Et her net (LANCE) chi p.
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The XM interface subsystem

contains the XM network
adapter (XNA) gate array
and the XM corner. The
XNA gate array is the data-
nove engi ne for the DEMNA
adapter and contai ns al

the XM -required registers.

The Et hernet subsystem
cont ai ns the LANCE chi p,
the serial interface
adapter (SIA) chip, and

various bus interface

| ogi ¢ modul es. The Et hernet
subsystem recei ves packets
fromthe Ethernet and
stores themin the shared
menory. When transmtting
a packet on the Ethernet,
the LANCE chip gets the
packets from shared nmenory
and transnits themon the
Et her net .

Desi gn

The design of the DEWNA
adapter was influenced by
many factors, including
previ ous adapter design
experiences, avail able
har dwar e such as Ethernet
chi ps, and system
requi rements. The DEMNA
t eam was assigned the
foll owi ng tasks:

0 Produce a working
Et her net adapt er
that could be used by
operating systens such
as VMS, ULTRI X, ELN,

o Deliver high
per formance, neasured by
t he amount of Ethernet
bandw dth supported at
vari ous packet sizes,
with mnimnzed host
over head

o0 Supply debugging

features for design
verification and field
mai nt enance of the
adapter

First, we reviewed previous
adapters to deterni ne
what inprovenents coul d
be made. We | earned that
a conpl ex host interface
conplicated host software
and adapter firmware
and greatly affected
performance. One of these
adapters, the Digital B
Et her net Networ k Adapter

(DEBNA), inplenented a
generic port interface that
used interl ocked queues
contai ning a queue entry
with a buffer nane that

i ndexed into a buffer
descriptor table (i.e.

an additional |evel of
indirection). In addition
to the firmvare conplexity,
t he hardware was not wel
suited to a conplex port

i nterface.

Anot her area in which
i mprovenents coul d be nade
over previous Ethernet
adapters was the anount
of processing perfornmed by



and custom operating
systens on hardware
configurations that use
the XM bus as a system
bus or an 1/0O bus
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t he host processor during
recei ve packet filtering,
address transl ation, and
buffer copies. Overall

syst em performance inproves

if this processing can be
reduced by perforning part
or all of these functions
in the adapter. This

di fference transforns the
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adapter froma dunb adapter
(much of the data link
processi ng perforned by the
host) to an intelligent
adapter (nmuch of the
processi ng perforned by

t he adapter).

The results of our analysis
of ol der Ethernet adapters
| ed us to choose a design
that enploys a sinple
host interface, off-
| oads the host whenever
possi bl e, uses rings

i nstead of queues, and
suppl i es the address of
the buffer directly with
the ring entry rather than
i ndirectly through anot her
data structure

The design of the adapter

was now consistent with the
needs of the new VAX 6000
and VAX 9000 systens. These
systens, characterized by

i ncreased host processor
speeds, needed increased
I/ O performance. The task
of the DEMNA team was to

fill that need for Ethernet
/0.

Type of Adapter

The DEMNA product is a
st ore-and-forward adapter
i.e., it copies data to
and from host nenory by
way of tenporary storage
on the adapter. This data
transm ssion differs from
that of a cut-through
adapter in which data

Desi gn of the DEC LANcontroller 400 Adapter

We designed a sinple

host interface, using
rings instead of queues.
Interrupts to the host
were kept to a m ni num
fromone interrupt per
packet at light loads to

a fraction of that numnber
under heavy | oads. As seen
in Figure 2, the port and
the port driver (host)
share the foll owi ng data
structures, which reside in
host menory:

o Port data block. This
structure gives the
port the location of the
rings and page tables
in host menmory and is
a repository for error
i nformati on.

o0 Command and receive
rings. These rings
contain information
descri bi ng out st andi ng
command and transmt
requests and buffer
information for receive
buffers.

o Transnit, receive, and
command buffers. These

buffers contain packet

data and commmand dat a.
These data structures
constitute the primry
means of communi cati on and
data transfer between the
port and the port driver.
Control status registers
(CSRs) are provided for
port poll demand registers,
XM context, and port
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flows directly between host
menory and the transm ssion
medi um However, the DEMNA
adapter is actually able to
gain sone of the benefits
of cut-through on the
recei ve side.

Host Interface
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initialization.

Two
host
ring
Each
1024

rings are used in the
interface: the commmand
and the receive ring.

ring consists of

byt es of physically

contiguous nenory, and each
ring contains entries that

3 Sumrer 1991
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describe a buffer or a set
of buffer segnents (when
chaining transmt buffers).
The nunber of entries in
the receive ring is fixed,
since each entry points to
a single contiguous buffer.
The size of each transmt
ring entry is variable and
is fixed at initialization
time.

The port and port driver
process the entries in each
ring in sequential order
starting with the first
entry. Aring entry can
be processed only by its
owner. Wen the last entry
inthe ring is reached,
processing starts again
with the first entry.

400
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Host interrupts are

m nimzed by using a ring
rel ease function, which
counts the nunber of ring
entries processed for
conpl etion by the port
and the port driver. The
port driver counts the
nunber of conpleted entries
and wites this count to
a conpletion CSR when it
has fini shed processing
all the conpleted transmt
and receive ring entries.
The port nmintains the sane
count and issues anot her

i nterrupt whenever it sees
that its count and the
count last witten by the
port driver are different.
This function ensures

that the port driver is
interrupted only when it
st ops processing the rings
because there is nothing
el se to process. The port
driver can process multiple
conpleted transmts and
recei ves after each
interrupt as well. Thus,
no spurious interrupts

are issued and the numnber
of interrupts is reduced
by processing multiple
conpl eti ons at once.

Adapt er Design

The firmvare is witten
in VAX MACRO code. An
alternative was to use
MACRO for the transmt
and receive paths and a
hi gher-1 evel |anguage for
initialization, shutdown,
and error handling.

Desi gn of the DEC LANcontroller 400 Adapter

CVAX RAM (used by the CVAX
processor excl usively)
consi sts of 256 kil obytes
and contains the firnware
and data structures (the
firmvare is copied to RAM
during self test). Snmaller
RAME woul d have been
slightly | ess expensive but
woul d have conplicated the
firmvare update procedure
and limted the ability
of the firmvare to use
the |l arge data structures
needed for receive packet
filtering.

Shared RAM (shared by the
CVAX processor and the
LANCE chi p) consists of
anot her 256 kil obytes. This
RAM contains the transmt
and receive buffers as wel
as the LANCE transnit and
receive rings. There is a
vast anount of buffering
space here, so the DEMNA
device can tolerate a
consi der abl e amunt of
inattention fromthe host
before being forced to
di scard incom ng receive
packets.

Erasabl e progranmabl e
read-only nmenory ( EPROM
consi sts of 128K bytes for

di agnostics and firmware
boot code, including a
backup copy of sufficient
operational firmwvare

to all ow an update of
EEPROM for initial |oad or
subsequent update. EEPROM
consi sts of 64K bytes for
operational firmware
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However, this approach
was not chosen because it

conplicates the interface
and woul d have resulted in
firmvare size difficulties.
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di agnosti c patches, and

error history data.

The gate array (data nover)
handl es the data nove

and quadword read/write
operations. The data-nove
operations transfer buffers

3 Sumrer 1991
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Adapt er

bet ween t he host and shared
RAM The quadword read
/wite operations are used
for control functions, such
as reading ring entries,
readi ng address transl ation
i nformati on, and writing
ring status on conpletion.
Once the firnware initiates
a dat a-nove operation,

ot her work is perfornmed by
the firmvare while the data
nove progresses.

Interrupts are very
costly; therefore, we
chose to linmit the numnber
of interrupts fielded
by the CVAX processor.

A LANCE interrupt costs
CVAX interrupt overhead,
pl us a LANCE CSR access,
pl us sone nornmal interrupt
overhead to save and
restore registers. A data-
nmove interrupt is less
costly, but the firmware
can be coded so that the
dat a- nove operation is
usual ly conplete, thus
elimnating the need for
the interrupt. Polling is
performed for all LANCE-
and dat a- nove-rel at ed
functions, but interrupts
are used for | ocal console
I/ O and error events.

Driver Design

The DEMNA team needed to
design a driver that would
be conpatible with existing
drivers but that would use
all the features provided
by the adapter. For VMS

requests directly to the
adapter.

For ULTRI X systens, the
driver runs at a | ower
level with respect to
packet filtering so it
cannot take advantage of
this feature. However,
buffer chaining is used
on the transmt side. As a
transmt request traverses
t he various software
| ayers, it accunul ates

buffer segments which the
driver has to concatenate
into a transmt frame.

To avoid buffer copies

in all but the extrene
and i nfrequent cases, the
driver then passes up to
11 buffer segnents to the
adapter.

To all ow custoner-witten
drivers for specia
applications, we docunented
the interface to nake
it readily available to
cust oners.

Debug Tool s

The adapter has a very
sinmple missionin life:
to transmit and receive
packets. To verify
operation, some debug
tool s are needed. The

goal for the DEMNA team
was to provide extensive
debug tools both in the
operational firmvare and

i n standal one user tools.
Thi s design would all ow
debuggi ng and verification



systenms, this neant using
the set of comon routines
t hat provi de much of the
data link functionality of
the driver, but avoiding

packet filtering. Another
goal was to limt the
copyi ng of data by passing

Digital Technica

in the devel opnent | ab and
in other, less-controlled
envi ronnents. These debug
tools are discussed further
inthe Visibility section.
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| mpl enent ati on

This section describes the
i mpl enentati on of the DEMNA
adapter through its major
functional bl ocks:

o Schedul er
Port processing
o Conmand processing

(@)

o Transnmt task
0 Receive task

o Console task
o Monitor task

Schedul er

The schedul er is a round-
robin routine that sinply
checks for work, does it,
checks for work, does it,
etc. There are no context
swi tches, but sonme context
is maintained in registers
and shared by all routines.
The schedul er, when idle,

consi sts of about 18

VAX MACRO i nstructions.
Transmit and receive

tasks are given higher
priority by duplicating
their scheduler entry. Wen
not idle, one pass of the
schedul er processes four
packets.

Port Processing

Port processing controls
adapter initialization
and shut down, LANCE
initialization and restart,

fatal adapter error
handl i ng, gate array error

Desi gn of the DEC LANcontroller 400 Adapter

The command ring usually
contains transmt buffers,
whi ch can contain commands
for special functions.
These commands are incl uded
in the command ring to
allow the port driver
to synchroni ze contro
requests with transmt
requests, e.g., user
startup and stopping.

Command processing routines

are called by the transmt
task after the comuand

buf fer has been read

from host nenory. The
commands consi st of user
startup (consisting of user
context such as protoco
type, packet format,

physi cal address to use,
and nulticast addresses

to enabl e), user stopping,
read counters, and a set of
mai nt enance commands.

Transmit Task

The transmit task copies
a packet fromthe host
menory to adapter buffer
menory and tells the
LANCE to transmit it

onto the Ethernet (store
and forward). After the
LANCE has conpl eted the

request, the firmnare
wites transmt status

to the command ring entry,
signi fying conpletion of
the transmt.

To mnimze service
time, the code in the



handl i ng,

This task al so handl es
firmvare updates of EEPROM

Command Processi ng

8 Digita
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and m scel | aneous
host interface functions.
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transmt path was carefully
scrutinized. The nunber

of checks and branches

was mnimzed for the
optim zed path. The

optim zed path through

the transmt code is the
30-bit virtual addressing
path, which is the npst
used. However, the 40-bit

3 Sumrer 1991
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physi cal addressing path
still results in better

t hroughput because this
path does not require any
address transl ations, which
are tinmely. The instruction
sizes were shortened when
possi bl e, using word

i nstructions instead of

| ongword instructions,

to reduce the amount of

i nstruction prefetch by the
CVAX processor. Routines
were placed on quadword
boundaries to maxi m ze
cache efficiency. Wen
waiting for data noves

to conplete (getting

the transmit buffer from
host nmenory) or obtaining
address translation

i nformati on fromthe host,
the firmvare was desi gned
to perform other functions
to increase the probability
that the operation would be
performed when the firmware
needed it.

Recei ve Task

The receive task has the
sinmpl e job of handing
recei ved packets to the
port driver. This task
is conplicated by the
need to off-1load the
host of part of receive
processing (i ncluding
packet filtering, packet
val i dati on, maintenance of
counters, and processing
MOP messages) and to nmke
dupl i cates of packets when
nore than one user has
requested a copy. It is

in small groups (192 bytes)
to allow the benefit of
cut-through on | arger
packets.

Packet filtering is done
for the destination address
and for user type, either
protocol type for Ethernet,
destinati on service access
poi nt (DSAP) field for 802,
and protocol identifier
(PID) value for 802
subnet wor k access protoco
(SNAP) packets. Additiona
filtering is done for
users who request al
traffic or all multicast
traffic. Filtering is
done by maintaining a
64-bit user mask, which
accunul ates the |ist of
users who want a copy of
t he packet according to
the characteristics of the
packet and what each user
has requested.

Packet validation consists
of length checks for

Et hernet frames (if the
user is using a length
field after the protoco
type) and for 802 franes.
This saves the driver a
little work. Additionally,
users can request only
packets smaller than a
sel ected size; the adapter
di scards packets that
exceed this size.

The cut-through feature
adds conplexity and
reduces throughput on
smal | packets, but provides
many benefits for |arger



further conplicated by the
need to provide buffering,
whi ch the port driver uses
to prevent the driver from
suppl yi ng | arge nunbers

of buffers. For enhanced
performance, the firmware
deals with receive packets

Digital Technica

packets. \Wen a packet

| arger than 192 bytes

is received, the packet
filtering and validation

of all but the length is
done for the first segnent.
This segnent is then copied
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into the host buffer, and
subsequent segnents are
copi ed appropriately. The
| ast segnment conpl etes

t he packet validation and
cyclic redundancy check
(CRC). The difficulty
occurs when the packet
validation fails or an
error is detected, because
the packet is discarded
and the context for the
now free receive buffer
has to be restored. The
firmvare el ects to save
as little context as
possi bl e for each packet
and to regenerate buffer
context after the error,
i.e., fetching the ring
descri ptor anew and redoi ng
t he address translation.

Consol e Task

The consol e task accepts
and parses consol e commands
and di splays the requested

data. There are two neans
of accessing the consol e:

| ocal and renote. The |oca
console is accessed by a
term nal connected directly
to the DEMNA adapter. The
renote console is accessed
t hrough MOP consol e carrier
conmands directed at the
adapter from anot her
system A renpte console
may al so be used to access
a DEMNA device on the

| ocal system (coming in
through transmt instead of
receive). The firmnare

does not distinguish
between transnit or receive

Desi gn of the DEC LANcontroller 400 Adapter

where it is formatted and
di spl ayed on the screen.
Due to code size
limtations in the EEPROV
conpressed versions of
the consol e screens are
stored in the EEPROM At
initialization tine the
screens are unconpressed
and stored in the RAM
(The screen conpression
saved 5 kil obytes in the
EEPROM ) To easily setup
and rmaintain the screens,
especially since they often
changed during the project,
the screens were set up
in separate text files.
The fields in the screen
were coded with different
data types, such as date
or longword. The screen was

then put through a PASCAL
programto convert it to

a VAX MACRO data structure
and conpress it.

The | ocal console and the
renote consol e can be run
si mul t aneously. They have
separate i nput and out put
buffers, the same decode
and formatting code, and
di fferent input and out put
nmet hods.

The renote consol e uses
the MOP consol e carrier,
comng in on transmt or
recei ve. The conmand/ pol
and response/ acknow edge
commands are sent by
the MOP program i.e.
ei ther the network contro
program (NCP) or a user
program that inplenments



operations fromrenote
consol es. The consol e bl ock
accepts the commands and
decodes them and the

nmoni tor bl ock determ nes
the status. The nonitor

bl ock passes this status
back to the consol e bl ock

10 Digital Technical Journa

the MOP console carrier.
The consol e code extracts
the input characters from
t he command/ pol | packet
and returns a response

/[ acknowl edge packet with
any available data from
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the renote consol e out put
buffer. When a command has
been entirely received,

it is decoded and executed
and the response placed in
the renote consol e out put
buffer, which is sent back
to the user in response

/[ acknow edge packets.

The local console is a
termnal directly connected
to the DEMNA device and
i nterfaced through the SSC
uni ver sal asynchronous
receiver transmtter
(UART). This term nal
connection receives and
transmts one character
at a tine. Characters
are collected into the
| ocal consol e i nput buffer
and conpl ete commands
are parsed and execut ed.
Response data is placed in
the |l ocal consol e out put
buffer. The | ocal console
uses interrupts to signa
when a character has been

typed or when the UART is
ready to transmt another
character. These are the
only interrupts used on the
nodul e, except for error
interrupts. Since console
interrupts are relatively

i nfrequent, they are |ess
costly than polling.

Moni t or Task

The nmonitor facility
operates nminly during
receive or transmt. It
also runs as a low priority

Per f or mance
As stated previously, the
pri mary goal of the DEMNA
adapter was hi gh-speed
performance, i.e., this
adapter woul d not create
a bottl eneck when pl aced
in a system The nmjor
performance nmetrics we

i dentified were throughput,
service tine, |atency, and
reliability.

0o Throughput is the nunber
of packets or bytes of
packet data that can be
transmitted or received
per unit of tinme.

0 Service time is the tine
a packet spends in each
stage along its path
from source through host
software and driver,

t hrough adapter, over
Wi re, through adapter
and through driver and
host software to the
destinati on.

o Latency is another
nmeasure of service
time. It is a neasure
of del ays encountered
by queue depths of nore
than one at vari ous
poi nts.

0 Reliability is measured
as the probability

of packet |oss under

a receive load. It

is al so neasured as
adapter buffering and
host buffer allocation



entry in the scheduler to
deal with debuggi ng and
verification activities
(when debugging firmvare is
enabl ed) .
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ef fectiveness. For sone
protocol s, recovery
from packet | oss takes
a significant anmount

of time, and the | oss
of a packet may be
quite noticeable to a
user. Hence, recovery
is related to a user's
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perception of reliable
operation.

The performance goal of the
DEMNA t eam was to minimze
the service tinme through
the adapter to mexim ze

t hroughput. This is npst
critical for small packet
sizes. If the service tinme
is greater than the tine
it takes to transmt or
recei ve a packet, then
gueue depths increase,

i ncreasing | atency for
subsequent packets. Smal |
packets are critica
because, obviously, they
take less time to transmt
or receive.

The speed of the Ethernet
wire and the XM bus nust

al so be considered. The

Et her net operates at

10 negabits per second.

The avail abl e bandwi dt h
into nenory and the
capacity of the XM are
much greater; thus, the

Et hernet is the limting
factor. To maintain maxi mum
t hroughput, the DEWNA
device nust wite and read
packets to and from host
menory at a speed equa

to or greater than the

Et hernet wire. If this
speed i s obtained, then
the service tine of the
DEMNA adapter mnust be |ess
than the tinme it takes to
transmt or receive one 64-
byte (small) packet to or
fromthe Ethernet wire to
mai ntai n maxi mum t hr oughput

Desi gn of the DEC LANcontroller 400 Adapter

The primary hardware
factors influencing
adapter performance are
CVAX perfornmance, DMA
engi ne t hroughput, and bus
contention.

The gate array DMA engi ne
can sustain between 11.5
and 13.5 negabytes per
second on a VAX 6000
system When transferring
packet data (and attendant
host ring processing), the
firmvare can sustain about
5.8 negabytes per second.
This is the approximte
rate at which the firmare
woul d deliver a burst of
| ar ge packets that had been
stalled due to a lack of
receive buffers.

The CVAX chip used is the
60-m crosecond variant (the
same one used in the VAX
6000 Model 310 processor).
As seen in Figure 1, the
processor runs on its
own internal CDAL bus
whi ch has RAM cont ai ni ng
firmvare and private
data structures. Thus the
processor does not contend
for the same bus as the
gate array and the LANCE
chi p. However, the CVAX
processor does touch shared
menory and gate array
regi sters; therefore the
possibility of contention
is significant. Logic
anal yzer neasurements
i ndi cate that about 14
percent of CVAX cycles
are consuned while waiting



at all packet sizes. for access to the shared
Har dwar e menory bus for nmini num
si ze packets. For |arge
packets the consunption is
33 percent, but the cycles
needed are considerably
| ess than the reminder
The effect on the gate
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array accounts for part 450 bytes per packet for
of the difference between a m x of DECnet, LAT
the speeds of 11.5 to 13.5 and cluster traffic.
nmegabyt es per second and Table 1 represents the
of the 5.8 negabytes per t hroughput that the host
second menti oned above. software can see, given
Fi r mvar e suf ficient host conputes.
These nunbers show what
Throughput is linmted by m ght be expected. Virtua
t he Ethernet bandwi dth addressi ng costs sone
for packet sizes greater performance, and receive
than 88 bytes. The average filtering accounts for nost
packet size on Ethernet of the difference between
is approximately 150 to transmt and receive.
Table 1
DEMNA Thr oughput
Packet Transm t
Lengt h Et her net LANCE Vi rtual Transm t Recei ve
Recei ve
(bytes)  Maximum____ Maximum___ (microseconPhysical __ Virtual ___ Physica
64 14880 14662 13181 14633 12468
12918
72 13586 13404 12592 13361 12254
12830
80 12500 12345 12247 12340 11813
12227
88 11574 11441 11432 11438 11441
11441
96 10775 10660 10656 10658 10660
10660
112 9469 9380 9380 9380 9380
9380
128 8445 8374 8374 8374 8374
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8374

4508

2344

1195

1518

13

256 4528 4508
512 2349 2344
1024 1197 1195
812 812 812

4508 4508 4508
2342 2344 2344
1195 1195 1195
812 812 812

It is interesting to
| ook at the nunber of
i nstructions executed by
t he CVAX processor for each
receive and transnit packet
as the neasure of how nmuch
wor k rmust be done for each

packet. These instruction
counts are for mninmm size

Digital Technica

packets in virtual address
node and increase slightly
Wi th increasing packet

Si zes.

For a transmit, the nunber
of instructions required
was about 134, consisting
of 5 instructions for work
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done in the schedul er

to determine initia
transmt context, 77
instructions for the

data transfer from host
menory, 18 instructions

to get the LANCE chip to
begin transmtting, and 34
i nstructions to process
packet conpl etion and

to update status in the
transmit ring entry in host
menory.

For a receive, the nunber
of instructions required
was about 160, consisting
of 5 instructions for work
done in the scheduler to
determine initial receive
context, 40 instructions
to deal with the LANCE
operations, 20 instructions
for packet filtering,

65 instructions for the
data transfer to host
menory (i ncluding sone
time spent finding a
user and validating the

packet |ength), and 30
instructions for the
prefetch of the next
receive ring entry.

Some t hroughput was traded
off in the interest of
reduci ng adapt er - added
| at ency. By processing
recei ve packets in groups
of 192 bytes, the | atency

contribution for any packet
size is much smaller than
it would be if all the
packet processing occurs
after the packet has been
fully received. Thus the
time between the end of a
packet on the wire and the
host interrupt is fairly
constant from 64- to 1518-
byt e packets, 50 to 70

m cr oseconds.

Reliability

Reliability, or probability
of loss, is nmeasured by how
large a burst of traffic
t he adapter can withstand
at the maxi mumreceive rate
and deliver these packets
to the host without |osing
any. Adapter reliability
was measured at various
packet sizes. A burst of
5 seconds without packet
| oss was considered to be
of "infinite" duration.

Tabl e 2 shows that

t he DEMNA adapter can
survive a significant
burst of activity

wi t hout packet |oss. Such
activity is unlikely, but
possi bl e, dependi ng on
the application being

run and on the network
configuration.

DEMNA Recei ve Burst Tol erance



(byt es)

Bur st

Bur st Physi -
Packet Length Burst Virtual Burst Virtual Physical cal
______ (packets) ~ (mcroseconds)_ (packets)___ (microseconds)
64 3250 221661 3843 262106
72 5116 381677 11591 864741
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Infinite

88
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Table 2 (Cont.)

DEMNA Recei ve Burst Tol erance

Packet Length Burst Virtual

Burst Virtua

Bur st
Bur st Physi -
Physi cal cal

(packets) (m croseconds) _(packets) (m croseconds)
80 9917 803321 Infinite
Infinite Infinite Infinite Infinite

This testing does not
nmeasure how host software
performs buffer allocation
for a user application or
for the adapter as a whole.
For the latter, the DEMNA
adapter accounts for any
| ack of buffering by the
host by not discarding a
packet if a buffer is not
i medi ately avail abl e.
Instead, it waits up to
t hree seconds for the host
to supply a buffer.

Visibility

A system user | ooking

at the operation of the
network sees three areas of
conplexity: the system
software, the network
controller, and the

net wor k. \When everyt hi ng
is working well, there
islittle need to | ook at
any of these areas except

and nonitor facilities

were built into adapter
firmvare fromthe outset;
we knew that the visibility
was crucial to adapter
debuggi ng and verification
and woul d | ater be hel pful
to users.

System Operati on

The consol e di spl ays XM
utilization as apportioned
anong the XM devices. This
data cones from sanpling
done by the firmwvare of the
"l ast XM node active on
the bus." Fromthis, the
user can estimate total XM
utilization.

The consol e al so di spl ays
buf fer occupancy on the
adapter for transmt and
receive, user configuration
as to protocol type and
characteristics, buffer
availability counters, and
host interrupt counters.



perhaps to predict future
operation (by extrapol ating
network utilization or
system usage) or to confirm
that the systemis indeed
runni ng well. Wen the
systemis not running well
visibility into these areas
is crucial to understanding
what is wong and how to
correct it. The console

Digital Technica

This data indicates how
the systemis running,
i.e., whether sufficient
buffers are allocated to
the device and to each
user of the device. These
counters al so indicate how
much attention the driver
is paying to the adapter
For exanple, if the system
is not tuned properly, the
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adapter may be generating
| ess than normal interrupts
(because queui ng del ays
are affecting the system
operation). These queuing
del ays can be seen in

the firmmvare counters,

whi ch nonitor the depth
of adapter queues and the
ability of the adapter

to give receives to the
host, i.e., buffering on
t he adapter has been used
to conmpensate for queuing
del ays in the host.
Adapt er Operation

When the adapter is not

mal functioning, visibility
into adapter utilization

is inmportant. The consol e
di spl ays program counter
(PC) sanpling results for
the firmvare, show ng how
busy the adapter is and
where tinme is being spent.
When | ooking at the 1/0
subsystem as a whol e,

it is inportant to know
how much the adapter is
contributing to queuing

del ays, buffer occupancy,
and added | atency. This
adapter operation can be
seen by | ooking at how busy
the adapter is and how many
buffers it has outstanding.

For adapter failure or
probl enms on the XM, the
consol e di splays error
i nformati on whi ch has
been saved i n EEPROM
This error data consists
of fatal error context,
data transfer or XM error

Desi gn of the DEC LANcontroller 400 Adapter

The DEMNA device normally
sees all packets on the
wi re (excluding packets
| ess than 64 bytes in
l ength [runt packets] and
collision fragnments). Wen
| ooki ng at the adapter
operation through the
console facility, the
user sees current network
utilization and network
error information. For
transmt errors, the
consol e di spl ays the nunber
of errors and date and tine
of the last occurrence.

For receive errors,

the consol e displ ays

t he nunber of errors,

date and tinme, source
address, and protoco

type. Additionally, receive
errors that are not counted
(because they do not pass
receive filtering) are

di spl ayed. For exanpl e,
error information is

di spl ayed for a node
generating packets with
CRC errors regardl ess of

t he destination of these
packets.

The consol e al so provides
t he command SHOW NETWORK t o
di splay network utilization
i n node addresses and
protocol types. For this

command, the receive
firmvare calls a nonitor
facility routine for each
packet seen on the wire.
This routine maintains
statistics for each source
and destinati on node
address, consisting of



context, and results of t he nunber of packets and
sel f-test. the nunber of bytes. At
Net wor k Operation t hree-second intervals,
the console calls a
noni tor routine which adds
statistics over the prior
interval to cumnul ative data
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for each node, collects

top nodes and protoco

data, and clears the
interval data to prepare
for the next three seconds
of nonitoring. Figure 3
represents a sanple network
nmoni toring displ ay.

Debug Tool s

The nonitor task provided
ot her debuggi ng functions
duri ng adapter debuggi ng
and internal field test.
These functions are not
visible features in the
fini shed product. However,
they are extensions to
the functionality and
illustrate the benefits
of visibility into the
adapter. A user program
XNAMON, was written to
access the follow ng
functions.

o Traffic generation.
It is difficult to
generate heavy | oads on
an adapter, particularly
because of | ogistics.
Ot her systens are needed
wi t h enough processing
power to generate the
| oad. Using the XNAMON
program only one system
was needed. XNAMON was
run on it to direct
ot her adapters to
generate traffic to
anot her node with a
parti cul ar packet size

at a specified rate.
Since traffic generation
coul d be done regardl ess

Packet tracing. This
function all owed a node
to scan the receive
stream for packets with
sel ected source and
destinati on addresses
and protocol types.
Ei t her the packet header
or the entire packet
was saved for matching
packets. This function
was used extensively
during initial debugging
for validating transmt
functionality. Later it
was used for validation
of MOP and rel ated
functionality by
creating trace files

on a known good node.
We then ran functiona
scripts through a test
generator, which used
the traffic generator
on one node to send a
test packet to the node
under test. The command
and the response were
traced by the trace node
and the test program
collected the trace
data and conpared it
agai nst known good dat a.
Packet tracing was al so
used to verify packet
filtering by devising a
test programthat could
start up particular
user configurations and
| oop back any packets
recei ved.

Adapter test. The
ability to exercise a
nodul e under stress
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of system state (except
for power on), there was
al ways a good supply of
traffic generators.

Digital Technica

was critical to adapter
hardware verification.
The functionality

in question was the

Et her net subsystem

and the XM interface

t hrough the gate array.
The nmonitor facility
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provi ded this test
functionality by doing
MOP | oopback operations
to anot her node while
doi ng various data
transfer operations

to host nenory. Data
conpares were done on
conpl eted transactions
to validate data
integrity. The XNAMON
program provi ded t he
interface for this
function and the renote
di splay of its results.

o Renote debugger
The access to DEWMNA
internals allowed renote
adapter nmenory dunps
and renote inspection
of data structures while
t he adapter was running.

Concl usi on

The DEMNA adapter neets
the requirenments of the VAX
6000 and VAX 9000 systens.
In fact, the perfornmance
for smal|l packets exceeds
the capability of these
systenms. For |arger
packets, Ethernet bandwi dth
is the limting factor. CQur

experience illustrates

some advant ages and

di sadvant ages of choosing a
firmnvare- based desi gn over
an interface inplenmented
entirely in hardware

Advant ages of a Firnmare-
based Design

Desi gn of the DEC LANcontroller 400 Adapter

The firmmvare can be
changed easily (bug
fixes or changes in
functionality), thus
reduci ng long-term

mai nt enance and support
costs. Also, changes
can be made in the field
by a firmware upgrade
rather than requiring
nodul e rework at a
manuf acturing site.

By designing in the
firmvare, designers can
avoid software driver

conpl exity and the
necessity of hardware

r edesi gn.

The firmwvare can provide
power ful debuggi ng
mechani sns and tools.
The firmvare is very

fl exi bl e. Changes
to support hardware

probl enms or additiona
of f-1 oad of host
conmput es can be
considered late in

the design cycle. This
may al so al |l ow new
port architecture and
addr essi ng changes for
creating new products.

Fi rmvar e designs all ow
extensive functionality
for | ower product and
devel opnent cost than a
total hardware design.
Fi rmvar e designs all ow

the hardware to be
rel eased earlier in the



The advant ages of desi gning devel opnent cycl e.

an adapter in firmvare are Di sadvant ages of a
as follows: Fi r mvar e- based Desi gn

o The firmvare can usually
of f-1 oad host conputes
by doing nore pre-
processi ng.
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The di sadvant ages of

desi gni ng an adapter in

firmvare are:

o The adapter is generally
nor e expensi ve,
consi dering the cost
of a microprocessor
subsystem wi t h enough
conmputes for the job.

0 The adapter is slower
in ternms of |atency.
Some applications may
be nore sensitive than
ot hers, given the sane
t hroughput, but nay have
slightly | arger service
ti mes per packet. The
ef fect can be viewed
in terms of buffer
occupancy: an adapter
with lower |atency may
utilize, on average, few
buffers.

0o The approach is
not feasible for
transm ssi on nedi a
much faster than
Et hernet, because the
per formance requirenents
of the microprocessor
becone extrene or the
hardware assists for the

nm croprocessor becone
too conpl ex and costly.

Future Directions

Several characteristics
di stinguish future

antici pated system design
fromcurrent systens (such
as the VAX 6000 and VAX
9000 systens).

I ncreased host processor
speed noves the I/0O
bottl eneck fromthe host
to the 1/0O subsystem To
supply the 1/0O needs, the
I/ O subsyst em nmust provide
faster media, e.g., fiber
di stributed data interface
(FDDI') in the near term
or nultiple connections
to slower nedia (such as
Et hernet). The I/ O adapters
wi |l be expected to provide
significantly greater
t hroughput with a smaller
adapter contribution to
| atency. The effective
performance of the system
will be nore sensitive to
| at ency. For exanple, an
application using a single
t hreaded command/ r esponse
protocol is extrenely
dependent on the anount

of service tinme through the
I/ O subsystem at each end.
As the processing speed

i ncreases, application
overhead is reduced

and t hroughput becones

dom nated by the service
time of the adapter and the
transm ssion tinme.

Faster processors
pl ace a greater burden

on the system bus and
/O interface, which
necessitates a sinpler
bus protocol. This m ght
consi st of elimnating
costly functionality
such as byte maski ng and
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(0]

i nterl ocks. However, a
I ncreased host processor sinmpler interface to the
power I/ O adapter will require
Sinplified bus design consi derabl e change to the
port protocol to ensure its
I ncreased |/ 0O bandwi dth ef ficiency.
requi renents
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The characteristics needed
in future adapters are as
fol |l ows:

0 Geater throughput. This
means nore connections
to a slower nedium
such as a single adapter
supporting multiple
Et her net connecti ons.

O it nmeans a faster

medi um Addi tionally,
configurations using

Et hernets as point-to-
point links will be nore
comon, thus inplying

a heavier | oad on each
Et her net .

o Sinpler host interface.
This is necessitated
by the sinpler bus
protocol. Bus overhead
shoul d be m nim zed,
whi ch includes the

el imnation of such
functionality as page
tabl e access for virtua
address transl ation.

Al so, the bus transfer
si ze used by the adapter
shoul d be conpatible
with the basic data size
of the systemto avoid
cache thrashing and
unnecessary read-nodify-
write transactions.

0 Reduced | atency. The
adapter should ninimze
its contribution to
transmt and receive
| atency. This nmay nean
reduci ng sone of the
functi ons done by an
intelligent adapter

Desi gn of the DEC LANcontroller 400 Adapter

| ength validation, and
mai nt ai ni ng counters
data. | nproving packet
filtering by host
software woul d elimnate
the reason for placing
this function on the
adapter in the first

pl ace.

Filtering in host
software i s considerably
nore difficult than
in the adapter. The
difficulty cones
fromthe need to dea
Wi th extrene user
configurations. The
DEMNA i s bounded by
limting the nunber
of users and node
addresses. The extrene
cases nust still be done
by host software.
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