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Abstract

VAXcl ust er systens provide
a flexible way to configure
a conputing systemthat
can survive the failure of

any conponent. In addition,
these systens can grow with
an organi zation and can be
serviced wi thout disruption
to applications. These
features nake VAXcl uster
systenms an ideal base
for devel opi ng hi gh-
availability applications
such as transaction
processing systens, servers
for network client-server
applications, and data
sharing applications.
Under st andi ng the basic
desi gn of VAXcl uster
systenms and the possible
configuration options can
hel p application designers
t ake advantage of the
availability and growth
characteristics of these
syst ens.

Many organi zati ons depend
on near constant access
to data and conputing
resources; interruption
of these services results
in the interruption of

pri mary busi ness functions.

System

systenms provide solutions
to these data availability
and growth probl ens that
nodern organi zati ons
face. [ 1]

Thi s paper begins with
an overvi ew of VAXcl uster
systens and application
design in such systens
and proceeds with a
det ai |l ed di scussi on of
VAXcl ust er design and
i mpl enent ati on. The paper
t hen focuses on how this
i nformation affects the
desi gn of applications
t hat take advantage of the
availability and growth
characteristics of a
VAXcl ust er system

Overvi ew of VAXcl uster Systens

VAXcl ust er systens

are |l oosely coupl ed

nmul ti processor
configurations that

all ow the system desi gner
to configure redundant
hardware that can survive
nost types of equi pnent
failures. These systens
provide a way to add new
processors and storage
resources as required by



In addition, grow ng the organi zation. This

organi zati ons face the need feature elimnates the need
to increase the amunt of either to buy nonessentia
conmput i ng power avail able equi pnent initially or

to them over an extended to experience painfu

period of time. VAXcluster upgrades and application
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conversions as the systens
are outgrown.

Application Design in a
VAXcl ust er Environment

The VMS operating
system which runs on
each processor node in
a VAXcl uster system
provi des a high |evel of
transparent data sharing
and i ndependent failure
characteristics. The
processors interact to form
a cooperating distributed
operating system In
this system all disks
and their stored files
are accessible from any
processor as if those files
were connected to a single
processor. Files can be
shared transparently at the
record | evel by application
sof t war e.

To provide the features of
a VAXcl uster system the
VMS operating system was
enhanced to facilitate

this data sharing and

the dynam ¢ adjustnent to
changes in the underlying
har dwar e confi gurati on.
These enhancenents nake

it possible to dynanmically
add multiple processors,
storage controllers, disks,
and tapes to a VAXcl uster
system confi guration.

Thus, an organi zation can
purchase a small system
initially and expand as
needed. The addition of
conmputing and storage
resources to the existing
configuration requires no
sof tware nodifications or

Application design in a
VAXcl ust er envi ronnent

i nvol ves maki ng sone

basi ¢ choi ces. These

choi ces concern the type of
application to be designed
and the method used to
synchroni ze the events that
occur during the execution
of the application. The
desi gner nust al so consi der
application comruni cation
within a VAXcl uster system
A di scussion of these

i ssues foll ows.

General Choices for
Application Design

This section briefly
descri bes the genera

choi ces available to
application designers in
the areas of client-server
conmputing and data access.

Client-server Conputing.
The VAXcl uster environnent
provi des a fine base for
client-server conputing.
Application designers
can construct server
applications that run
on each node and accept
requests fromclients
runni ng on nodes in the
VAXcl ust er system or
el sewhere in a w der
net wor k.

If the node running
a server application
fails, the clients of
that server can switch
to anot her server running
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application conversions

and can be acconplished

Wi t hout shutting down the
system The ability to use
redundant devices virtually
el i m nates single points of
failure.

Techni cal Journa
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on a surviving node. The
new server can access

the sane data on disk

or tape that was being
accessed by the server that
failed. In addition, the

redundancy offered by the
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VMS Vol une Shadowi ng Phase
Il software elimnates

data unavailability

in the event of a disk
controller or nedia
failure.[2] The system

is thus very avail able
fromthe perspective of the
client applications.

Access to Storage Devices.
Many application design
guestions involve how
to best access the data
stored on di sk. One nmjor
advant age of the VAXcl uster
system design is that disk
st orage devi ces can be
accessed from all nodes
in an identical manner.
The application designer
can choose whet her the
access i s sinultaneous
frommultiple nodes or
from one node at a tinme.
Consequently, applications
can be designed using
either partitioned data
access or shared data
access.

Using a partitioned data
nodel , the application

desi gner can construct an
application that limts
data access to a single
node or subset of the
nodes. The application
runs as a server on a

si ngl e node and accepts
requests from ot her nodes
in the cluster and in the
networ k. And because the
application runs on a
single node, there is no

of local buffer caches

and can aggregate | arger
amounts of data for wite
operations, thus mninmzing
/O activity.

An application that uses
partitioned data access
lends itself to many
types of high-perfornmance

dat abase and transaction
processi ng environments.
VAXcl ust er systens provide
such an application with

t he advant age of having

a storage nmediumthat is
available to all nodes
even when they are not
actively accessing the data
files. Thus, if the server
node fails, another server
runni ng on a surviving
node can assune the work
and be able to access the
same files. For this type
of application design,
VAXcl uster systens offer

t he performnce advant ages
of a partitioned data
nodel wi thout the problens
associated with the failure
of a single server.

Usi ng a shared data nodel,
the application designer
can create an application
that runs sinultaneously on
nmul ti pl e VAXcl uster nodes,
which naturally share data
inafile. This type of
application can prevent the
bottl enecks associated with
a single server and take
advant age of opportunities
for parallelismon



need to synchroni ze data
access Wi th other nodes.
Elimnating this source

of communi cation | atencies
can i nprove performance in
many applications. Also,

i f synchronization is not
required, the designer

can nmake the best use

Digital Technica

nmul ti pl e processors.

The VAX RMS software can
transparently share files
between multi pl e nodes

in a VAXcl uster system
Also, Digital's database
products, such as Rdb/VMS
and VAX DBMsS sof tware,
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provi de the sanme dat a-
sharing capabilities.
Servers running on multiple
nodes of a VAXcl uster
system can accept requests
fromclients in the network
and access the same files
or dat abases. Because there
are nmultiple servers, the
application continues to
function in the event that
a single server node fails.
Application Synchronization
Met hods

The application designer
nmust al so consi der how to
synchroni ze events that
take place on nultiple
nodes of a VAXcl uster
system Two nmin met hods
can be used to acconplish
this: the VMsS | ock
manager and the DECdt m
services that provide VMS
transacti on processing
support.

VMS Lock Manager. The
VMS | ock maenager provides
services that are flexible
enough to be used by
cooperating processes
for nutual exclusion,
synchroni zation, and
event notification.[3]

An application uses

t hese services either
directly or indirectly

t hrough conponents of the
system such as the VAX RMS
sof t war e.

DECdt m Servi ces. The VMS
operating system provi des
a set of services to
facilitate transaction

System

The services use a two-
phase commt protocol

A transacti on may span
mul ti pl e nodes of a cluster
or network. The support
provi ded allows multiple
resource mamnagers, such as
t he VAX DBMS, Rdb/VMS,

and VAX RMS software
products, to be conbi ned
in a single transaction.
The DECdt m transaction
processi ng services take
advant age of the guarantees
agai nst partitioning, the
di stributed | ock manager,
and the data availability
features, all provided by
VAXcl ust er systens.
VAXcl ust er and Networ kwi de
Conmruni cati on Services

Appl i cation conmuni cati on
bet ween di fferent
processors in a VAXcl uster
systemis generally
acconpl i shed usi ng
DECnet task-to-task
conmuni cati on services or
ot her networking software
such as the transnission
control protocol (TCP)
and the internet protoco
(IP). Client-server
applications or peer-
to-peer applications are
easy to develop with these
services. The services
all ow processes to | ocate
or start renote servers and
then to exchange nessages.

Si nce the individua
nodes of a VAXcl uster
system exi st as separate
entities in a wder



processing.[4] These
DECdt m servi ces enabl e
the application designer
to i nplenent atonic
transactions either
directly or indirectly.

4 Digital Technical Journal Vol.
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comuni cati on network,
appl i cations conmuni cation
i nside a VAXcl uster system
can rely on genera

network interfaces.

Thus, no speci al - purpose
communi cation services were
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devel oped. Applications are
sinmpl er to design when they
can comunicate within the
cluster in the same nmanner
in which they comunicate
wi th nodes | ocated outside
t he VAXcl uster system

A DECnet feature known as
cluster alias provides a
coll ective name for the
nodes in a VAXcl uster
system Application

sof tware can connect to

a node in the cluster using
the cluster alias nane
rather than a specific

node nane. This feature

frees the application from
keepi ng track of individua
nodes in the VAXcl uster
system and results in
design sinplification and
configuration flexibility.

VAXcl ust er Design and
| npl ement ation Details

To understand how t he
desi gn and i npl enentation

of a VAXcluster system
affects application design,
one nust be familiar with
t he basic architecture of
such a system as shown in
Figure 1. This section
descri bes the | ayers,

whi ch range fromthe
conmuni cati on mechani sns
to the users of the system
Port Layer

The port |ayer consists of

Several of the ports
utilize multiple physica
comuni cati on paths,

whi ch appear as a single

| ogical path to the

VAXcl uster software. This
redundancy provi des better
comuni cati on throughput
and higher availability.
If rmultiple | ogical paths
exi st between a pair of
nodes, the VAXcl uster
software generally selects
one for active use and
relies on the renmining
pat hs for backup in the
event of failure.

The port |ayer can contain

any of the follow ng

i nterconnects:

o Conputer |nterconnect
(Cl) bus

o Ethernet

o Fiber distributed data
i nterface (FDDI)

o Digital Storage Systens
I nterconnect (DSSI) bus

Each bus is accessed by
a port (also called an
adapter) that connects
to the processor node.

For exanple the CI bus is
accessed by way of a Cl
port. The various buses
provi de a wi de spectrum
of choices in terns of
wi re and adapter capacity,
nunber of nodes that can be
attached, distance between
nodes, and cost.[5]



the | owest |evels of the
architecture, including

a choi ce of comunication
ports and physical paths
(buses). The VAXcl uster
software requires at |east
one | ogi cal comrunication
pat hway between each pair
of processor nodes in

t he VAXcl uster system

Digital Technica

The ClI bus was desi gned
for access to storage

and for reliable host-

t o- host communi cati ons.
Each ClI port connects to
two redundant, high-speed
physi cal paths. The Cl
port dynam cally selects
one of the two paths for
each transmtted nessage.
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Messages are received on
ei ther path. Thus, two
nodes can communi cate

on one path at the sane
time that two other nodes
conmuni cate on the other.
I f one physical path
fails, the port sinply
uses the renmining path.
The exi stence of the two
physi cal paths is hidden
fromthe software that
uses the Cl port services.
From t he standpoi nt of
the cluster software,
each port represents a
single logical path to

a renote node. Miltiple
Cl ports can be used to
provide multiple |ogica
pat hs between pairs of
nodes. An autonmatic | oad-
sharing feature distributes

the | oad between pairs of
ports.

The DSSI bus was primarily
desi gned for access to

di sk and tape storage.
However, the bus has

proven an excel |l ent way

to connect small nunbers

of processors using the
VAXcl uster protocols. Each
DSSI port connects to a

si ngl e hi gh-speed physica
path. As in the case of

the Cl bus, several DSSI
ports may be connected to a
node to provi de redundant
paths. (Note that the KFQSA
DSSI port is for storage
access only and provides

no general conmunication
servi ce between nodes.)

System

Et her net and FDDI

are open |l ocal area

net wor ks, generally shared
by a wide variety of
consuners. Consequently,

t he VAXcl uster software
was designed to use the

Et hernet and FDDI ports

and buses simultaneously
with the DECnet or TCP
/1P protocols. This is
acconpl i shed by all owi ng
the Ethernet data |ink
software to contro

the hardware port. This
software provides a

mul ti pl exi ng function such
that the cluster protocols
are sinply another user of
a shared hardware resource

Each Et hernet and FDD
port connects to a single

physi cal path. There nmay be
nore than one port on each
processor node. This neans
that there nmay be nany
separate paths between any
pair of nodes when nultiple
ports are used. The port
driver software comnbines
the multiple Ethernet and
FDDI paths into a single

| ogi cal path between any
pair of nodes. The load is
automatically distributed
anong the various possible
physi cal paths by an

al gorithm that chooses

the best path in ternms of
adapter capacity and path

| at ency. [ 6]
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Syst em Conmruni cati ons

Servi ces Layer

The system communi cati ons
services (SCS) |ayer of the
VAXcl uster architecture

is inmplemented in a

combi nati on of hardware

and software or software

Techni cal Journa
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only, dependi ng upon the
type of port. The SCS

| ayer manages a | ogica
pat h between each pair of
nodes in the VAXcl uster
system This |ogical path
consists of a virtua
circuit (VC) between each
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pair of SCS ports and a set
of SCS connections that are
mul ti pl exed on that virtua
circuit. The SCS provides
basi ¢ connecti on nmanagenent
and comuni cation services
in the form of datagrans,
nmessages, and bl ock
transfers over each | ogica
pat h.

The datagramis a
best-effort delivery

service which offers no
guar ant ees regardi ng | oss,
duplication, or ordering
of datagranms packets.

This service requires no
connection between the
comuni cating nodes. In
general , the VAXcl uster
sof tware nmakes m ni mal use
of the datagram service

The nmessage and bl ock
transfer services

take pl ace over an SCS
connection. Consumers of
SCS servi ces conmuni cate
with their counterparts on
renot e nodes using these
connections. Miltiple
connections are nmultipl exed
on the logical path

provi ded between each pair
of nodes in the VAXcl uster
system

The nessage service is
reliabl e and guarant ees
that there will be no | oss,
duplication, or permutation
of nessage sequence on
a given connection. The
connection will break

acconpl i shes the bl ock
transfer, thus freeing the
host processor to perform
ot her tasks. Sone DSSI
ports use hardware to copy
data and others rely on
software to performthis
functi on. Depending on the
exact nodel of an Ethernet
or FDDI port, the port
software, rather than the
har dwar e, noves the data.

System Applications

The next higher layer in

t he VAXcl uster architecture
consists of nmultiple system
applications (SYSAPs).

These applications provide,
for exanple, access to

di sks and tapes and cl uster
menber ship control. The
foll owi ng sections describe

some SYSAPs.

Connecti on Manager. The
connecti on manager serves
three maj or functions.
First, the connection
manager knows which
processor nodes are active
menbers of the VAXcl uster
system and whi ch are not.
This is acconplished
t hrough a concept of
cluster "nenbership." Nodes
are explicitly added to and

renoved fromthe active set
of nodes by a distributed
software algorithm In a
VAXcl uster system every
processor node nust have an
open SCS connection to al
ot her processor nodes. Once



rather than allow the
consuner of the service

to perceive such errors.
The bl ock transfer service
provi des a way to transfer
quantities of data directly
fromthe nmenory of one node
to that of another. For Cl
ports, the port hardware

Digital Technica

a booting node establishes
connections to all other
nodes currently in the
VAXcl uster system this
node can request adni ssion
to the system Wen one
node is no |longer able to
conmuni cate wi th anot her
node, one of the two nodes
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nmust be rempoved fromthe
VAXcl ust er system

In a VAXcl uster system all
nodes have a consi stent
view of the cluster
menbership in the presence
of permanent and tenporary
comuni cation failures.
This consistency is
acconpl i shed by using a
t wo- phase conmit protoco
to formthe cluster, add
new nodes, and renove
fail ed nodes.

The second function

provi ded by the connection
manager i s an extension of
t he SCS nessage service.
Thi s extensi on guarantees
that the service will (1)
deliver a nessage to a
renote node or (2) renove
ei ther the sendi ng node

or the receiving node
fromthe cluster. The
strong notion of cluster
menber ship provided by the
connecti on manager mekes

t hi s guarantee possible.
The service attenpts

to deliver the queued
nmessages to renote nodes.
If a connection breaks,
the service attenpts to
reestabl i sh communi cation
to the renote node and
resend the nessage.
After a period of tine
speci fied by the system
manager, the service

decl ares the connection
irrevocably broken and
renoves either the sending
or the receiving node from
t he VAXcl uster nenbership.

System

Thi s message service

all ows users to construct
ef ficient protocols that do
not require acknow edgnment
of nessages. The service
proved to be a very
powerful tool in the design
of the VMS | ock manager
The del i very guarantees

i nherent in the service

m ni m ze the nunmber of
nmessages required to
perform any given | ocking
function, resulting in a
corresponding increase in
performance. The ability
to hide failures by
updating cl uster nenbership
further sinplified the

| ock manager design and

i ncreased performance;
this capability enabl ed
the renoval of |ogic

used to handl e changes in
VAXcl uster configurations
and comuni cation errors
fromall main | ock manager
code paths.

The third function of

t he connecti on manager

is to prevent partitioning
of the possible cluster
menbers. Partitioning

of a system exi sts when
separat e processing

el ements function

i ndependently. If a system
al l ows data sharing,

conpl etely i ndependent
processing can result in
uncoordi nated access to
shared resources and | ead
to data corruption.

In a VAXcl uster system
processors conmuni cate



Thus, the service hides and coordi nate access

all tenporary comrunication to resources by neans of

failures fromits client. a voting algorithm The
system manager assigns a
nunber of votes to each
processor node based on
the i nmportance of that
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node. The system nanager

al so i nfornms each node

of the total nunber

of possible votes. The

al gorithmrequires that
nore than half of these
votes be present in a

VAXcl uster system for nodes
to function. When the sum
of all votes contributed by
t he nenbers of a VAXcl uster
systemfalls below this
quorum the VMS software

bl ocks I/ O to nmounted

devi ces and prevents the
schedul i ng of processes.

As nodes join the cluster,
votes are added. Activity
resunmes once a quorumis
reached.

In practice, the
connecti on manager uses
two neasurenments of the
nunber of votes: static and
dynam c. The static count
of votes is the globally
agreed on nunber of votes
contributed by cluster
menbers. This count is
created ignoring the state
of connecti ons between
nodes. The val ue of the
static quorum changes only
at the conpletion of two-
phase commt operations,
whi ch acconplish a user-
request ed quorum adj ust nent
in addition to perforning
the other activities
mentioned earlier in this
Connecti on Manager section.

Each node i ndependently
mai nt ai ns the dynam c

bl ockage of process and
/O activity.

To provide configurations
with a small nunber of
nodes, e.g., two nodes,
the concept of a quorum
di sk was invented. The
system manager assigns a
disk to contribute votes
to the cluster. A node nust
be able to access a file
on the disk in order to
i nclude the votes assigned
to that disk in the node's
own total. Consequently,

a special algorithmis
used to access the file.
Thi s al gorithm ensures
that two unrel ated nodes
cannot both count the

quorum di sk votes. Doing so
could result in partitioned
operation.

Mass St orage Control
Protocol Server. The

Mass St orage Control

Prot ocol (MSCP) server
al l ows disks that are
attached to one or nore VAX
processors to be accessed
by other processors in the
VAXcl uster system Thus,
a VAXcl uster processor

may enmul ate a multi host
di sk controller by
accepting and processing
I/ O requests from ot her
nodes and accessing the
di sk indicated by the
request. The server can
process multiple conmands

si mul t aneously and al so
performs fragnentation of



count. This count
represents the sum of

all votes contributed by
VAXcl uster nmenbers with

whi ch the tallying node has
a functional connection.
Changes in the dynamnic
quorum and not the static
quorum initiate the

Digital Technica

commands if there is not
enough system buffer space
to accommodate the entire
anount of data at one tine.
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Hi erarchi cal Storage
Controllers, Local
Controllers, and RF-

series Integrated Storage
El ements. Hierarchica
storage controller (HSC
servers are specialized
devi ces that perform MSCP
serving of RA-series disk
drives and TA-series tape
drives in a VAXcl uster
system HSC servers connect
directly to the Cl bus. In
addition to providing the
host with access to the
storage nedia, HSC servers
acconpl i sh performance
optim zations such as
seek-ordering and request
fragnentati on based on

real -time head position

i nformati on. The | ocal disk
controllers attached to the
RA- and TA-series storage
devi ces performthe sane
function for a single host
processor. The RF-series

i ntegrated storage el enents
(I SEs) attach to a DSSI

bus. Each of these disk

st orage devi ces perforns
its own command queui ng and
optim zation w thout using
a dedicated controller.

Di sk Class Driver. The
di sk class driver allows
access to di sks served

by an MSCP server, an HSC
controller, a local Digita
storage architecture (DSA)
controller, or attached
to a DSSI bus. This driver
provi des a conmand queui ng
function that allows a
di sk controller to have

System

restarts comrands as
needed.

VAXcl uster systens can
be configured so that al
di sks are accessed by way
of redundant paths for
i ncreased availability.
The way in which this is
acconpl i shed depends on the
type of disk and the disk
controller.

RF-seri es di sks contain

i ntegrated controllers that
connect to a single DSSI
storage bus. This bus can
be accessed by up to two

VAX processors. Each VAX
processor can then serve
the disks to all other

nodes in the VAXcl uster
system Thus, two paths are
provi ded to each disk.
RA-seri es di sks connect
to up to two storage
controllers. These
controllers can be either
(1) local adapters attached
directly to a single
processor node or (2) HSC
controllers located on the
Cl bus. Disks connected
to | ocal adapters can be
served to ot her nodes of

t he VAXcl uster system

Di sks | ocated on an HSC
controller can be directly
accessed by processors
that are not on that bus.
Thus, the use of multiple
control |l ers when conbi ned
wi th disk serving provides
at least two paths to a
disk fromevery node in the
VAXcl ust er system



mul ti pl e outstanding
conmands whi ch can be used
to provi de seek, rotation,
and ot her performance
optim zations. To handl e

t enporary contmuni cati on
interruptions, the driver

10 Digital Technical Journa

Since many paths exist to
gain access to a di sk,
t he di sk class driver
chooses which path to use
when a disk is initially
nmount ed by a node. If the
path to the di sk becones
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i noperative, the disk class
driver |ocates another

path and begins to use

it. Server |oad and type

of path, i.e., local or
renote, are considered when
sel ecting the new path.
This reconfiguration is
totally transparent to the
end user of the disk 1/0
servi ce.

Tape Class Driver. The

tape class driver perforns
functions in a VAXcl uster
systemsimlar to those of
the disk class driver by
provi di ng access to tapes

| ocated on HSC controllers,
| ocal controllers, and DSSI
buses.

VMS Conponents Layered on
Top of SYSAPs

The SYSAPs provi de basic
services that other VM
conmponents use to provide
a wi de range of VAXcl uster
features.

Vol ume Shadowi ng. The
vol une shadow ng product
allows nultiple disks
to be utilized as a
single, highly available
di sk. Vol ume shadowi ng
provi des transparent
access to the data in
the event of disk media
or controller failures,
nmedi a degradation, and
comuni cation failures.[2]
The shadowi ng | ayer works
in conjunction with the
di sk class driver to
acconplish this task. Wth

Lock Manager. The VMS | ock
manager is a system service
that provides a distributed
synchroni zation function
used by many conponents of
the VMS operating system
i ncl udi ng vol ume shadowi ng,
the file system VAX RMS
software, and the batch
/print system Application
progranms can al so use the
| ock manager directly.

The | ock manager provides
a name space that is truly
clusterw de. Cooperating
processes can request
| ocks on a specific
resource name. The | ock
manager either grants or
deni es these requests.
Processes can al so queue
requests. The | ock nanager
services all ow processes
to coordi nate the means
of access to physica
resources or sinply
provi de a communi cation
pat hway between processes.
Processes can use the
service for such tasks
as nutual exclusion, event
notification, and server
failure detection.[2,7]
The | ock manager uses
t he communi cation service
provi ded by the connection
manager to mninize the
nmessage count for a
gi ven operation and to
sinmplify the design by
elimnating the need to
consi der changes in cluster
menbership fromall main
pat hs of operation.
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t he advent of VMS Vol une
Shadowi ng Phase |1, disk
shadowi ng is extended to
many new configurations.

Digital Technica

Process Control Services.
The VMS process contro
system servi ces take
advant age of VAXcl uster
systenms. Applications
can use these services
to alter process states on
renote nodes and to coll ect
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i nformati on about those
processes. In the future,
it is likely that other
services will be extended
to make optimal use of
VAXcl uster capabilities.
File System The VMS file
system (XQP) allows disk
devices to be accessed
by multiple nodes in a
VAXcl uster system The
file systemuses the | ock
manager to coordi nate di sk
space allocation, buffer
caches, nodification
of file headers, and
changes to the directory
structure. [ 8]

Record Managenent Services.

The VAX RMS software all ows
the sharing of file data

by processes running on the
same or nultiple nodes.

The software uses the

| ock manager to coordinate
access to files, to record
data within files, and to
gl obal buffers.

Bat ch/ Pri nt System The
bat ch/ print system all ows
users to submit batch or
print jobs on one node and
run them on another. This
system provi des a form of
| oad distribution, i.e.
generic batch queues can
feed executor queues on
each node. Jobs running
on a failed node can be
restarted automatically
on anot her node in the

VAXcl ust er system
An Application Constructed
Usi ng VAXcl uster Mechani sns

System

down into various phases
such as fetch sources,
conpile, and link. The
phases nmust execute in

a given order but are

ot herwi se i ndependent.

Each phase can be restarted
fromthe beginning if

there is an error. Each
maj or component of the

VMS operating systemis
processed separately during
each of the phases. Al
sources reside on a shared
di sk to which all nodes

of the VAXcluster system
have access; the out put
disk is shared by all nodes
al so. A master data file
descri bes the phases and

t he conponents. For a

gi ven phase, the actions
requi red for each conponent
are fed into a generic

bat ch queue. This queue
feeds the jobs into work
gqueues on multiple nodes,
resulting in the execution
of many jobs in parallel.
When all jobs of a phase
have conpl eted, the next
phase starts. |If a node
fails during the execution
of a job, that job is
restarted automatically

on anot her node either from
t he begi nning or froma
checkpoint in the job. This
use of shared di sks and

bat ch queues provi des great
parallelismand reliability
in the VM5 build process.

The I npact of VAXcl uster
Design and | npl ementati on on



Applications

The VMS software build This section discusses
process i s an exanple how mul ti pl e conmuni cati on
of how t hese nmechani sns pat hs, nenbershi p changes,
can be used to benefit di sk | ocation and
application design. The VMS availability, controller
software build is broken sel ection, disk and tape

12 Digital Technical Journal Vol. 3 No. 3 Summer 1991
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pat h changes, and di sk
failure inpact application
desi gn.

Mul ti pl e Comruni cati on

Pat hs

VAXcl ust er software
conponents are able to

t ake advantage of nultiple
comuni cati on paths

bet ween nodes. For greatest
availability, there should
be at | east two physical
pat hs between each pair

of nodes in a VAXcl uster
system [ 6]

Menber shi p Changes
VAXcl ust er menbership
changes invol ve severa

di stinct phases with slight

vari ati ons dependi ng upon

whet her a node is being
added or renoved. Adding

a node to a VAXcl uster
systemis the sinplest

case because it involves
reconfiguration. There is a
further sinplification in

t hat nodes are only added
one at a tine. A booting
node petitions a nenber

of an existing cluster for
menber shi p. This nenber

t hen describes the booting
node to all other nenber
nodes and vice versa. In
this way, it is determ ned
that the booting node is

in communi cation with al
menbers of the cluster.

The connecti on manager then
adds the new node to the
cluster using a two-phase
commit protocol to ensure a

Renmovi ng a node is nore
conpl i cated because both
failure detection and
reconfiguration nust take
pl ace. In nmany cases,
there may be multiple
si mul t aneous fail ures of
nodes and communi cation
pat hs. The vi ew of what
nodes are nenbers and whi ch
pat hs are functional may
be very different from
each node. Additionally,
new failures may occur
while the cluster is being
reconfi gured.

The initial phase involves
t he detection of a node
failure. A node may cease
processi ng, but other
cluster nmenmbers may not
be aware of this fact. The
communi cati on conponents
general | y exchange nessages
periodically to deterni ne
whet her ot her nodes are
functioning. The first
i ndication of a failure may
be the |l ack of response to
t hese nessages. However,

a mninmum period of tine
nust el apse before the
connection is declared

i noperative. This set
del ay prevents breaking
connecti ons when the
network or renpte system
is unable to respond due
to a heavy | oad. Once the
conmuni cation failure is
det ected, the connection
manager is notified by the
SCS comuni cation | ayer.
The connecti on manager
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consi st ent

from al

nodes.

Digita

menber ship view

Techni ca

attenpts to restore the
connection for a tinme

i nterval defined by the
system manager using a
system control paraneter
known as RECNXI NTERVAL
Once this interval has
expired, the connection
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and hence the renpte node
is declared i noperative.
The connecti on manager then
begi ns a reconfiguration.
Mul ti pl e nodes nay attenpt
the reconfiguration at the
same time. A distributed
el ection algorithmis used

to sel ect a node to propose
the new configuration.

The el ected node proposes
to all other nodes that

it can communicate with a
new cl uster configuration

t hat consists of the "best"
set of nodes that have
connections between each
other. "Best" is determ ned
by the greatest nunber of
possible votes. |If nultiple
configurations are possible
wi th the sane nunber of
votes, the configuration
with the nost nodes is

sel ect ed.

Any node that receives the
proposal and can descri be

a better cluster rejects
t he proposal. The proposing
node then wi thdraws the
proposal and the el ection
process begins again. This
cycle continues until al
nodes accept the proposal
The cluster nenbership is
then altered using a two-
phase commt protocol
renmovi ng nodes as required.
Even when one considers the
wor st case of a continua
failure situation,
convergence on a solution
i s guaranteed because the
connecti on manager does

System

of nodes rebooting or
because fail ed connections
are restored. Conditions
can only get worse, i.e.
sinmpler, until failures
cease to happen | ong enough
for the reconfiguration to
conpl ete.

However, this worst-case
condition is atypical

nost reconfigurations are
very sinple. A node that is
renoved, as a result of a
pl anned shutdown or because
it fails, attenpts to send
a "last gasp" datagramto
al | VAXcl uster nenbers.
Thi s datagram i ndi cates
that the node is about
to cease functioning. The
del ay present during the
failure detection phase

i s bypassed conpletely,
and the connecti on manager
configures a new VAXcl uster
systemin considerably |ess
t han one second.

Normal |y, the inpact
on an application of a
node joi ning a VAXcl uster
systemis mnimal. For
some configurations,
there is no bl ockage
of locking. In other
cases, the distributed
directory portion of the

| ock database nust be
rebuilt. This process

may bl ock | ocking for

up to a small nunber of
seconds, depending on the
nunber of nodes, numnber of
directory entries, and type
of conmmuni cati on buses in



not add new nodes during

a reconfiguration and
connections that fail are
never used again. Thus,
conditions cannot oscillate
bet ween good and bad during
the reconfiguration because

14 Digital Technical Journa

use.

Application del ays can
result when an inproperly
di smount ed di sk is nmounted
by a booting node. Failure
to properly disnmount the
di sk, e.g., because of a

No. 3 Summer 1991
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node failure, results in
the tenporary | oss of sone
preal | ocated resources such
as di sk bl ocks and header

bl ocks. An application can
recover these resources
when the disk is mounted,
but the 1/Ois blocked

to the disk during the
nounti ng operation.

This 1/0 bl ocking has a
potentially detrinental

i mpact on applications

that are attenpting to

al l ocate space on the

di sk. The answer to this
problemis to nmount disks
so that the recovery of the
preal | ocated resources

is deferred. For al

di sks except the system

di sk, disk nounting is
acconplished with the MOUNT
/ NOREBUI LD command. Because
a systemdisk is inplicitly
nmounting during a system
boot, the system paraneter
ACP_REBLDSYSD nust be set
to the value 0 to defer
rebuil ds. The application
can recover the resources
at a nore opportune tine

by issuing a SET VOLUME

/ REBUI LD conmand.

The inmpact on a VAXcl uster
system of renobving a node
vari es dependi ng on what
resources the application
needs. During the failure
detection phase, nessages
to a failed node may be
queued pendi ng di scovery
that there actually is a
failure. If the application

| ock manager nmay experience
a delay, but as long as
there are sufficient votes
present in the cluster to
constitute a quorum the
I/Ois not blocked during
the reconfiguration. If the
nunber of votes drops bel ow
a quorum |/ O and process
activity are blocked to
prevent partitioning and
possi bl e data corruption.
Anot her aspect of node
renoval is the need

to ensure that all /0O
requests initiated by the
renoved node conplete prior
to the initiation of new
I/ O requests to the sane

di sks. To enhance di sk
performance, many di sk
controll ers can reduce head
novenments by altering the
order of sinultaneously

out st andi ng commands. This
command reordering i s not

a problem during nornal
operation; applications
initiating I/O requests
coordi nate with each ot her
usi ng the | ock nanager, for
i nstance, so that multiple
writes, or multiple reads
and wites, to the same

di sk | ocation are never
out standi ng at the sane
time. However, when a

node fails, all locks held
by processes running on
that node are rel eased.

Rel easi ng these | ocks

all ows the granting of

| ocks that are waiting and
the initiation of new /0O
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needs a response based on
one of these nessages, the
application is blocked.

O herwi se, the failure does
not affect the application.
Once the reconfiguration
starts, locking is blocked.
An application using the

Digital Technica

requests. If new | ocks are
granted, a disk controller
may nove the new I/ O
requests (issued under the
new | ocks) in front of old
I/ O requests. To prevent
this reordering, a specia
MSCP command is issued by

Journal Vol. 3 No. 3 Sumrer 1991
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t he connecti on nmanager to
each di sk before new | ocks
are granted. This command
creates a barrier for each
di sk that ensures that al
ol d commands conpl ete prior
to the initiation of new
commands.

Physi cal Location and

Avail ability of Disks
The application designer
does not generally have
to be concerned with

t he physical |ocation of

a disk in a VAXcluster
system Disks |ocated on
HSC storage controllers
are directly avail able

to VAX processors on the
same Cl bus. These disks
can then be MSCP-served

to any VAX processor

that is not connected

to that bus. Simlarly,

di sks accessed by way of

a local disk controller

on a VAX processor can be
MSCP-served to all other
nodes. This flexibility
allows an application to
access a di sk regardl ess
of physical |ocation. The
only differences that the
application can detect are
varying transfer rates and
| at enci es, which depend on
the exact path to the disk
and the type of controllers
i nvol ved.

To provide the best
application availability,
the foll owi ng guidelines
shoul d be consi dered:

System

2. Multiple paths should
exi st to any given
di sk. A disk should
be dual - pat hed bet ween
nmul tiple controllers.
Dual pathing all ows
the disk to survive
control ler failures.

3. Menbers of the sane
shadow set shoul d be
connected to different
controllers or buses as
deternmi ned by the type
of di sk.

4. Multiple servers should
be used whenever serving
di sks to a cluster
in order to provide
conti nued di sk access
in the event of a server
failure.

Sel ection of Controllers

Using static | oad

bal anci ng, the VMS software
attenpts to select the
opti mal MSCP server for a
di sk unit when that unit
is initially brought on
line. The load information
provi ded by the MSCP
server is considered

in this decision. The

HSC controll ers do not
participate in this
algorithm 1In addition,
the VMS software selects

a local controller in
preference to a renote MSCP
server, where possible.

If a renote server is in
use and the di sk becones
avail abl e by way of a

| ocal controller, the



1. VMS Vol une Shadowi ng sof tware begins to access

Phase Il should be used the di sk though the | oca
to shadow di sks, thus controller. This feature is
al l owi ng operations to know as | ocal fail-back

conti nue transparently
in the event that a
single disk fails.
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An advanced devel opnent
effort in the VMS operating
systemis denonstrating
the viability of dynamc
| oad bal anci ng across MsSCP
servers. Load bal anci ng
consi ders server | oading
dynam cally and nmoves di sk
pat hs between servers to
bal ance the | oad anong the
servers.

Di sk and Tape Path Changes

Path failures are initially
detected by the | ow1 evel
conmuni cati on software
i.e., the SCS or port
| ayers. The communi cati ons
software then notifies
the disk or tape class
driver of the failure. The
driver then transparently
bl ocks the initiation
of new I/O requests to
the device, prepares to
restart outstanding I/0O
operations, and begins a
search for a new path to
t he device. Static |oad
bal ancing i nformation is
consi dered when attenpting
to find a new path. The
path search i s acconplished
by sendi ng an MSCP GET
UNI T STATUS command to
any known di sk controller
or MSCP server capabl e of
serving the device. Sone
consideration is given
to selecting the optinal
controller; for exanple,
the driver interrogates
| ocal controllers before
renote controllers.

prevents data corruption
in the event that someone
substitutes the storage
medi um wi t hout di smounti ng
and renounting the device.
After a successful check
the software restarts
i nconplete I/O requests and
allows stalled I/0O requests
to proceed. In the case
of tapes, the tape nmust be
repositioned to the correct
| ocation before restarting
I/ O requests.

If the | abel check
determ nes that the
original nmediumis no
| onger on the disk or tape
unit, then I/O requests
continue to be stalled and
a nessage is sent to the
operat or requesting manua
intervention to correct
the problem Attenpts to
reestablish the correct
operation of a disk or
tape continue for an
i nterval deternined by the
system paraneter MWTI MOUT
(mount verification tine-
out). Once the tinme-out
peri od expires, further
attenpts to restore are
abandoned and pendi ng
requests are returned to
the application with an
error status. Thus, the
sof tware handl es tenporary
di sk path failures in such
a transparent fashion that
the application program
e.g., the user application,
VAX RMS software, or the
VMS file system is unaware
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Once a new path is

di scovered or the old path
reestabl i shed, the VMS
system checks the vol une

| abel to ensure that the
di sk or tape volume has
not been changed on the
device. This verification

Digital Technica

that an interruption

occurred.
Di sk Fail ures
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If a disk fails conmpletely

when VMS Vol ume Shadowi ng
Phase Il software is used,
the software renoves the
failed disk fromthe
shadow set and satisfies
all further I/0O requests
using a surviving disk. If
a bl ock of data cannot be
recovered froma disk in

a shadow set, the software

recovers the data from

t he correspondi ng bl ock

on anot her di sk, returns
the data to the user, and
pl aces the data on the bad
di sk so that subsequent

reads will obtain the good
data. [ 2]
Summary

VAXcl uster systens continue

to provide a uni que base
for building highly
avai |l abl e distributed
systenms that span a w de
range of configurations
and usages. |In addition,
VAXcl ust er conput er
systens can grow with

an organi zati on. The
availability, flexibility,
and growt h potential of
VAXcl uster systens result
fromthe ability to add
or renove storage and
processi ng conponents

wi t hout affecting nornal
operations.
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