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Abstract

VMS Vol une Shadowi ng
Phase Il is a fully

di stributed, clusterw de
data availability product
designed to repl ace the
obsol ete controll er-based
shadowi ng i npl enent ati on.
Phase Il is intended

to service current and
future generations of
storage architectures.

In these architectures,
there is no intelligent,
multiunit controller that
functions as a centralized
gateway to the multiple
drives in the shadow

set. The new software
makes many additiona

t opol ogi es suitable for
shadowi ng, incl uding

DSSI drives, DSA drives,
and shadowi ng across VMS
MSCP servers. This |ast
configuration all ows shadow
set nenbers to be separated
by any supported cluster

i nt erconnect, including
FDDI. All essentia
shadowi ng functions are
performed within the VMS
operating system New MSCP
controllers and drives can
optionally inplenment a set

Overvi ew

Vol une shadowing is a
techni que that provides
data availability to
conmput er systens by
protecting agai nst
data | oss from nedi a
deteriorati on,
comuni cation path
failures, and controller
or device failures. The
process of vol une shadow ng
entails maintaining
nmul ti pl e copies of the
sane data on two or nore
physi cal volunes. Up to
t hree physical devices
are bound together by the
vol une shadow ng software
and present a virtua
device to the system This
device is referred to as
a shadow set or a virtua
unit. The vol ume shadow ng
software replicates data
across the physi cal
devi ces. All shadow ng
mechani sns are hidden from
the users of the system
i.e., applications access
the virtual unit as if it
were a standard, physica
di sk. Figure 1 shows a VMS



of shadowi ng performance Vol ume Shadowi ng Phase |

assists, which Digital set for a Digital Storage
intends to support in Systens | nterconnect (DSSI)
a future rel ease of the configuration of two VAX
shadowi ng product. host conputers.
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Pr oduct Goal s

The VMS host - based
shadowi ng project was
undert aken because the
original controller
shadowi ng product
is architecturally
i nconpatible with many
prospective storage devices
and their connectivity
requi renents. Controller
shadowi ng requires an
intelligent, conmon
controller to access
all physical devices in
a shadow set. Devices
such as the RF-series
i ntegrated storage el enents
(I'SEs) with DSSI adapters

and the RZ-series snall
conmput er systems interface
(SCSl) disks present
configurations that
conflict with this method
of access.

In addition to providing
hi ghly avail abl e access
to shadow sets from
anywhere in a cluster,
t he new shadow ng
i mpl ement ati on had ot her
requi renents. Phase |l had
to deliver performance
conparable to that of
control |l er-based shadow ng,
maxi m ze application I/O

Desi gn of VMS Vol unme Shadowi ng Phase |- Host-based Shadow ng

To support the range of
configurations required

by our custoners, the new
product had to be capable
of shadowi ng physica

devi ces | ocated anywhere
Wi thin a VAXcl uster system
and of doing so in a

control |l er-independent
fashi on. The VAXcl uster
system provi des paralle
access to storage devices
fromall nodes in a cluster
si mul taneously. In order

to neet its perfornmance
goal s, our shadow ng
product had to preserve
this semantic also. Figure
2 shows cl usterw de shadow
sets for a hierarchica
storage controller (HSC
configuration with multiple
conmput er interconnect (Cl)
buses. \Wen conpared to
Figure 1, this figure shows
a larger cluster containing

/0

several clusterw de shadow
sets. Note that nultiple
nodes in the cluster have
direct, witable access to
the di sks conprising the
shadow set s.

i rpact on the design of

t he host-based shadow ng

i mpl ementation. Qur goals
to maxinm ze application
/O availability during
transient states, to
provi de custom zabl e,
event-driven design and
fail-over, to enable al
cluster nodes to manage the
shadow sets, and to enhance



2 Digita

availability, and ensure
data integrity for
applications.

I n designing the new
product, we benefited
from customer feedback
about the existing
i mpl enentation. This
feedback had a positive
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system di sk capabilities
were all affected by
cust omer feedback

Techni cal Chal | enges

To provide vol une
shadowi ng in a VAXcl uster
envi ronnent runni ng under
the VMS operating system
required that we solve

3 Sumrer 1991
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conpl ex, distributed
systenms problens.[1] This
section describes the
nost significant technica
chal | enges we encountered
and the solutions we
arrived at during the
desi gn and devel opnent
of the product.
Menber shi p Consi st ency.
To ensure the | evel of
integrity required for
hi gh availability systens,
t he shadow ng design
nmust guarantee that a
shadow set has the sane
menber ship and states on
all nodes in the cluster.
A sinple way to guarantee
this property would have
been a strict client-
server inplenentation,
where one VAX conputer
serves the shadow set
to the remainder of the
cluster. This approach,
however, woul d have
vi ol ated several design
goal s; the internediate
hop required by data
transfers woul d decrease

syst em per f or mance,

and any failure of the
serving CPU woul d require

a lengthy fail-over and
rebuil d operation, thus
negati vely inpacting system
availability.

To solve the probl em of
menber shi p consi stency, we
used the VMS distributed
| ock manager through a
new executive thread-

I evel interface.[2,3] W

cluster. Menbership and
state information about

t he shadow set is stored
on all physical menmbers in
an on-di sk data structure
called the storage contro
bl ock (SCB). One way

t hat shadowi ng uses this
SCB information is to
automatically determ ne
the nost up-to-date shadow
set nmenber(s) when the set
is created. In addition to
di stributed synchronization
primtives, the VMS

| ock manager provides a
capability for managing a
di stributed state variable
called a |l ock val ue bl ock
Shadowi ng uses the | ock
val ue block to define a

di sk that is guaranteed

to be a current nmember of

t he shadow set. Whenever

a menbership change is
made, all nodes take part
in a protocol of I|ock
operations; the value bl ock
and the on-disk SCB are
the final arbiters of set
constituency.

Sequential Commands. A
sequential 1/0O comuand,
i.e., a Mass Storage
Control Protocol (MsSCP)
concept, forces al
commands in progress
to conpl ete before
the sequential comuand
begi ns execution. Wile
a sequential command
is pending, all new /O
requests are stalled
until that sequentia



desi gned a set of event-
driven protocol s that
shadowi ng uses to guarantee
menber shi p consi st ency.
These protocols all owed

us to make the shadow

set virtual unit a |oca
device on all nodes in the

Digital Technica

command conpl et es
execution. Shadow ng
requires the capability
to execute a clusterw de,
sequential comuand during
certain operations. This
capability, although

a sinple design goa
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for a client-server

i mpl ementation, is

a conplex one for a

di stri buted access nodel .
We chose an event-driven,
request/response protoco
to create the sequentia
command capability.

Si nce sequential commands
have a negative inpact on
performance, we limted
the use of these commands
to perform ng nenbership
changes, nount/di snount
operations, and bad bl ock
and nerge difference

repairs. Steady state
processi ng never requires
usi ng sequential conmands.

Full Copy. A full copy
is the neans by which a
new nmenber of the shadow
set is made current with
the rest of the set. The
challenge is to make copy
operations unintrusive;
application I/ Os must
proceed with m ni nal
i rpact so that the |eve
of service provided by the

systemis both acceptable
and predictable. VMs

file 1/0O provi des record-

| evel sharing through the
application transparent

| ocki ng provided by the
VAX RMS software, Digital's
record managenent services.
Shadowi ng operates at the

physi cal device level to
handl e a variety of |ow
| evel errors. Because

shadowi ng has no know edge
of the higher-1layer

I'l - Host - based Shadowi ng

on application 1/0
per f or mance.

Mer ge Operations. Merge
operations are triggered
when a CPUwith wite
access to a shadow set
fails. (Note that with
control |l er shadow ng,

merge operations are

copy operations that are
triggered when an HSC
fails.) Devices may stil

be valid nmenmbers of the
shadow set but may no

| onger be identical, due
to outstanding wites in
progress when the host CPU
fail ed. The nerge operation
nmust detect and correct

t hese differences, so that
successi ve application

reads for the sane
data produce consi stent
results. As for full copy

operations, the chall enge
Wi th nmerge processing is
to generate consistent
results with m ninal

i mpact on application I/0O
per f or mance.

Booti ng and Crashi ng.
Syst em di sk shadowi ng
presents sone specia
probl enms because t he shadow
set nust be accessible
to CPUs in the cluster
when | ocki ng protocols and
i nter-CPU comuni cation are
di sabl ed. In addition,
crashi ng nust ensure
appropri ate behavi or for
writing crash dunps through
the primtive bootstrap
driver, including how



record | ocking, a copy
operation nust guarantee
that the application I/ Cs
and the copy operation
itself generate the
correct results and do

so with m niml inpact

4 Digital Technical Journal Vol.
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to propagate the dunp to

t he shadow set. It was

not practical to nodify
the bootstrap drivers
because they are stored in
read-only menory (ROM) on
various CPU platforns that
shadowi ng woul d support.
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Error Processing.
One mmj or function of
vol une shadowing is
to perform appropriate
error processing for
menbers of the shadow
set, while maxim zing data
availability. To carry out
this function, the software
nmust prevent deadl ocks

bet ween nodes and deci de
when to renmove devices from
t he shadow set. We adopted
a sinple recovery ethic: a
node that detects an error
is responsible for fixing
that error. Menbership
changes are serialized in

the cluster, and a node
only nmakes a menbership
change if the change is
acconpani ed by i nproved
access to the shadow

set. A node never nmkes

a change in nmenbership

wi t hout having access to
some source nenbers of the
set.

Architecture

Phase Il shadow ng provides
a local virtual unit on
each node in the cluster
with distributed contro
of that unit. Although
the virtual unit is not
served to the cluster, the

under | yi ng physical units
that constitute a shadow
set are served to the
cluster using the standard
VMS nechani snms. This schene

speeds. Controller
shadowi ng does not
provide this capability.
o Allows each node in
the cluster to perform
error recovery based
on access to physica
data source nenbers.
The shadowi ng software
treats conmuni cation
failures between any
cluster node and shadow
set nmenbers as nor nal
shadowi ng events with
cust oner - def i nabl e
recovery netrics.

Maj or Comnponent s

VMS Vol une Shadowi ng Phase
Il consists of two mgjor
conmponents: SHDRI VER and
SHADOW SERVER. SHDRI VER i s
t he shadowi ng virtual unit
driver. As a client of disk
class drivers, SHDRIVER is
responsi bl e for handling
all 1/0 operations that are
directed to the virtua

unit. SHDRI VER i ssues

physi cal /0O operations

to the disk class driver

to satisfy the shadow

set virtual unit 1/0
requests. SHDRIVER is al so
responsi bl e for performng
all distributed | ocking and
for driving error recovery.

SHADOW SERVER is a VMS
ancillary control process
(ACP) responsible for
driving copy and nerge
operations performed on



has many data availability
advant ages. The Phase |
desi gn

(0]

Al | ows shadowi ng to use
all the VMS controller
fail-over nechanisns for
physi cal devices. As a
result, menber fail-over
appr oaches hardware

Digital Technica

Journal Vol. 3 No.

the local node. Only one
opti mal node is responsible
for driving a copy or nerge
operation on a given shadow
set, but when a failure
occurs the operation wll
fail over and resunme on
anot her CPU. Sever al

factors determine this

opti mal node including the

3 Sumrer 1991
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types of access paths, and
controllers for the nenbers
and user-settabl e, per-node
copy quot as.

Primtives

This section describes
t he | ocking protocols and
error recovery processing
functions that are used

by the shadow ng software.
These primtives provide
basi ¢ synchroni zati on and
recovery nechani sns for
shadow sets in a VAXcl uster
system

Locki ng Protocols. The
shadowi ng software uses
event-driven | ocking
protocols to coordinate
clusterwi de activity. These

request/response protocols
provi de maxi mum application
I/ O performance. A VMS
executive interface to the
di stributed | ock manager
al | ows shadowi ng to nake

ef ficient use of | ocking
directly from SHDRI VER

One exanple of this use of
| ocki ng protocols in VM
Vol ume Shadowi ng Phase |1
is the sequential comuand
protocol. As nentioned in

t he Techni cal Chall enges
section, shadowi ng requires
the sequential comuand
capability but ninimzes
the use of this primtive.
Phase Il inplenments the
capability by using severa
| ocks, as described in the
foll owing series of events.
A node that needs to

I'l - Host - based Shadowi ng

sequential stall requests
to ot her nodes that have

t he shadow set nounted.
This initiating thread
waits until all other nodes
in the cluster have flushed
their I/0s and responded

to the node requesting the
sequenti al operation. Once
all nodes have responded

or left the cluster, the
operations that conpose

the sequential comuand
execute. When this process
is conplete, the I ocks

are rel eased, allow ng
asynchronous threads on the
ot her nodes to proceed and
automatically resune 1/0
operations. The |ocal node
resunmes 1/ 0O as wel |

Error Recovery Processing.
Error recovery processing
is triggered by either
asynchronous notification
of a communication failure
or a failing I/0O operation
directed towards a physica
menber of the shadow set.
Two maj or functions of
error recovery are built
into the virtual unit
driver: active and passive
vol une processing.

Active vol ume processing
is triggered directly by
events that occur on a
| ocal node in the cluster
This type of vol une
processi ng uses a sinple,
| ocalized ethic for error
recovery from comuni cation
or controller failures.
Shadow set nenbership



execute a sequentia

conmand first stalls

/O locally and flushes
operations in progress.

The node then perforns

| ock operations that ensure
serialization and sends

6 Digital Technical Journal Vol.
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deci sions are made | ocally,
based on accessibility. If
no nmenbers of a shadow set
are currently accessible
froma node, then the
menber shi p does not change.
If some but not all nenbers
of the set are accessible,

3 Sumrer 1991
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the [ ocal node, after
attenpting fail-over,
renoves some nmenbers to
all ow application I/Oto
proceed. The system manager
sets the tinme period during
whi ch nenbers may attenpt
fail-over. The actual
renmoval operation is a
sequential command. The
design allows for maxi mum
flexibility and quick error
recovery and inplicitly
avoi ds deadl ock scenari os.
Passi ve vol unme processing
responds to events that
occur el sewhere in the
cluster; nessages from

nodes ot her than the | oca
one trigger the processing
by means of the shadow ng
di stributed | ocking
protocols. This vol une
processing function is
responsi bl e for verifying
t he shadow set nenbership
and state on the |oca

node and for nodifying this
menbership to reflect any
changes nmade to the set by
the cluster. To acconplish
t hese operations, the
shadowi ng software first
reads the | ock val ue bl ock
to find a di sk guaranteed
to still be in the shadow
set. Then the recovery
process retrieves the
physi cal nenber's on-di sk
SCB data and uses this
information to performthe
rel evant data structure
updates on the | ocal node.

vol une processing, the

I/ O requests are stalled
because the nmenbership of
the set is in doubt, and
correct processing of the
request cannot be perfornmed
until the situation is
corrected.

Steady State Processing

The shadowi ng virtual unit
driver receives application
read and wite requests
and nust direct the 1/0
appropriately. This section
descri bes these steady
state operations.

Read Al gorithns

The shadowi ng virtual unit
driver receives application
read requests and directs
a physical 1/Oto an
appropriate nmenber of the
set. SHDRI VER attenpts

to direct the 1/Oto the
opti mum devi ce based on

| ocal ly avail abl e data.
Thi s decision is based on
(1) the access path, i.e.

| ocal or served by the VMS
operating system (2) the
servi ce queue | engths at

t he candi date controller,
and (3) a round-robin

al gorithm anpong equa

paths. Figure 3 shows a
shadow set read operation.
An application read to the
shadow set causes a single
physi cal read to be sent

to an optimal nenber of the
set. In Figure 3, there is



Application I/O requests
to the virtual unit are

al ways stalled during

vol une processing. In

the case of active vol unme
processing, the stalling is
necessary because many |1/ GCs
woul d fail until the error
was corrected. |In passive

Digital Technica

one | oca
menmber ,
to the |loca

Jour na

Vol .

3

and one renote
so the read is sent

No.

menmber .

3 Sumrer

1991



Desi gn of VMS Vol unme Shadowi ng Phase |- Host-based Shadow ng

Dat a repair operations
caused by nedia defects
are triggered by a read
operation failing with
an appropriate error,
such as forced error or
parity. The shadow ng
driver attenpts this repair
usi ng anot her nenber of
the shadow set. This repair
operation is perforned
with the synchronization
of a sequential command.
Sequential protection
is required because a
read operation is being
converted into a wite
operation wi thout explicit,
RMS- | ayer synchroni zati on.

Wite Algorithns

The shadowi ng virtual unit
driver receives application
write requests and then
i ssues, in parallel
write requests to the
physi cal nenbers of the
set. The virtual unit
write operation does not
conplete until all physica
writes conplete. A shadow
set wite operation is
shown in Figure 4. Physica
write operations to nmenber
units can fail or be tined
out; either condition
triggers the shadow ng
error recovery logic and
can cause a fail-over or
the renoval of the erring
device fromthe shadow set.
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Transi ent State Processing

Shadowi ng performs a
vari ety of operations

in order to maintain
consi stency anong the
menbers of the set. These
operations include ful
copy, nerge, and data
repair and recovery. This
section describes these
transi ent state operations.
Ful | Copy

Ful | copy operations are
performed under direct
syst em manager control
VWhen a disk is added to the
shadow set, copy operations
take place to nake the
contents of this new set
menber identical to that
of the other nenbers. Copy
operations are transparent
to application processing.
The new nmenber of the
shadow set does not provide
any data availability
protection until the copy
conpl etes.

There is no explicit

gat ekeepi ng during the

copy operation. Thus,
application read and
write operations occur

in parallel with copy
thread reads and writes. As
shown in Figure 5, correct
results are acconplished by
the following algorithm
During the full copy,

t he shadow ng driver
processes application wite

operations on each | ogica
bl ock nunmber (LBN) range
until the conpare operation
succeeds. |If an LBN range
has such frequent activity
that the conpare fails many
ti mes, SHDRI VER perforns

a synchroni zed update. A
di stributed fence provides
a clusterw de boundary

bet ween the copied and
t he uncopi ed areas of the
new nmenber. This fence is
used to avoid performng
the special full copy
mechani snms on application
wites to that area of the
di sk al ready processed by
t he copy thread.

This al gorithm neets

the goal of operationa
correctness (both the
application and the copy
thread achi eve the proper
results with regard to

the contents of the shadow
set nenbers) and requires
no synchronization with
the copy thread. Thus,

the al gorithm achi eves
maxi mum application I/0O

availability during the
transient state. Crucia
to achieving this goal is
the fact that, by design,
the copy thread does not
perform | /O optim zation
t echni ques such as doubl e
buffering. The copy
operations receive equa
service as application

I/ Cs.

Mer ge Operations



operations in two groups:
first, those directed to
all source nembers and
second, wites to all ful
copy targets. The copy
thread perforns a sequence
of read source, conpare
target, and wite target

Digital Technica

The VMS Vol une Shadow ng
Phase Il nerge algorithm
nmeets the product goal s of
operational correctness,
whi | e nmai nt ai ni ng
hi gh application I/O
availability and mni ma
synchroni zation. A nerge

Journal Vol. 3 No. 3 Sumrer 1991
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operation is required

when a CPU crashes with

t he shadow set nounted

for wite operations.

A nerge is needed to
correct for the possibility
of partially conpleted
writes that nmay have

been outstanding to the
physi cal set nenbers when
the failure occurred. The
mer ge operation ensures
that all menbers contain

i dentical data, and thus

t he shadow set virtua

unit behaves |ike a single,
hi ghly avail abl e disk. It
does not matter which data
is nmore recent, only that
the nmenbers are the sane.
This satisfies the purpose
of shadowi ng, which is to
provi de data availability.
But since the failure
occurred while a wite
operation was in progress,
this consistent shadow set
can contain either old or
new data. To nmake sure that
t he shadow set contains
the nost recent data, a
data integrity technique
such as journaling nust be
enpl oyed.
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In Phase |l shadow ng,
ner ge processing is
distinctly different
from copy processing. The

shadow set provides ful
availability protection
during the nmerge. As a
result, merge processing

is intentionally designed
to be a background activity
and to nmaxinize application
I/ O throughput while the
nmerge i s progressing. The
nmerge thread careful ly
nonitors | /O rates and
inserts a del ay between

its I/Cs if it detects
contention for shared
system resources, such as
adapters and interconnects.

In addition to maxim zing
/O availability, the merge
algorithmis designed to
m nim ze synchroni zation
with application I/ 0Os and
to identify and correct
dat a i nconsi st enci es.
Synchroni zati on takes
pl ace only when a rare
di fference is found.

When an application read
operation is issued to a
shadow set in the nerge
state, the set executes the
read with merge semantics.
Thus, a read to a source
and a parallel compare

with the other nmemnbers

of the set are perforned.
Usual |y the conpare matches
and the operation is
conplete. If a msmtch

is detected, a sequentia

di sk al ready processed by
the nerge thread. Figure
6 illustrates the nerge
al gorithm

Note that controller
shadowi ng perforns an
operation called a nerge
copy. Although this HSC
ner ge copy operation is
desi gned for the sanme
purpose as the Phase |
operation, the approaches
differ greatly. An HSC
nmerge copy is triggered
when an HSC, not a shadow
set, fails and perforns
a copy operation; the HSC
nmer ge copy does not detect
di ff erences.

Per f or mance Assi sts

A future version of

t he shadow ng product

is intended to utilize
control |l er performance
assists to inprove copy

and nerge operations.

These assists will be used
automatically, if supported
by the controllers involved
i n accessing the physica
menbers of a shadow set.

COPY_DATA is the ability of
a host to control a direct
di sk-to-di sk transfer
wi t hout the data entering
or leaving the host CPU1/0O
adapters and nmenory. This
capability will be used
by full copy processing to
decrease the system i npact,
t he bandwi dth, and the tine
required for a full copy.
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repair operation begins.
The nerge thread scans

the entire disk in the
same manner as the read,

| ooking for differences. A
distributed fence is used
to avoi d perfornming nerge
mechani snms for application
reads to that area of the

Digital Technica

The nmenbers of the set and
/or their controllers nust
share a common i nterconnect
in order to use this
capability. The COPY_

DATA operation perforns
speci fi c shadow ng around
the active, copy LBN range
to ensure correctness.

Journal Vol. 3 No. 3 Sumrer 1991
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Thi s operation involves
LBN range- based gat ekeepi ng

in the copy target device
controller.
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Controller wite | ogging
is a future capability

in controllers, such as
HSCs, that will allow
nore efficient nerge
processi ng. Shadow ng
write operation nmessages
wi Il include information
for the controller to | og
I/Cs inits nenory. These
logs will then be used by
the remaini ng host CPUs
during nerge processing
to determ ne exactly which
bl ocks contai n out st andi ng
write operations froma
failed CPU. Wth such a
per f ormance assist, nerge
operations will take |ess
time and will have | ess

i rpact on the system

Dat a Repair and Recovery
As di scussed in the
Primtives section,

data repair operations
are triggered by

failing reads and are
repaired as sequentia
commands. Digital Storage
Architecture (DSA) devices
support two primtive
capabilities that are key
to this repair mechani sm
VWhen a DSA controller
detects a nmedia error

the bl ock in question

is sonetines repaired
automatically, thus
requiring no shadow ng

i ntervention. Wen the
controll er cannot repair
the data, a spare bl ock
is revectored to this LBN

The forced error returned
on a read operation is the
signal to the shadow ng
software to execute a
repair operation. SHDRIVER
attenpts to read usable
data from anot her source
device. |If such data is
avail abl e, the software
writes the data to the
revectored bl ock and then
returns the data to the
application. If no usable
data source is avail able,
the software performs wite
operations with a forced
error to all set nmenbers
and signals the application
that this error condition
has occurred. Note that
a protected system buffer
is used for this operation
because the application
readi ng the data nmay not
have wite access.

A future shadow ng product
is intended to support SCS
peri pheral s, which do not
have the DSA primtives
outlined above. There is
no forced error indicator
in the SCSI architecture,
and the revector operation
is nonatom c. To perform
shadowi ng data repair on
such devices, we will use
t he READL/ WRI TEL capability
optionally supported by
SCSI devices. These I/0O
functions allow bl ocks to
be read and witten with
error correction code
(ECC) data. Shadowi ng
enul ates forced error
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and the contents of the

bl ock are marked with a
forced error. This causes
subsequent read operations
to fail, since the contents
of the block are | ost.

Digital Technica

by witing data with an
intentionally incorrect
ECC. To circunvent the

| ack of atomicity on the
revector operation, a
device being repaired is
tenmporarily marked as a
full copy target unti

Journal Vol. 3 No. 3 Sumrer 1991



t he concl usi on of the
repair operation. If the
CPU fails in the mddle

of a repair operation,

the repair target is now a
full copy target, which
preserves correctness

in the presence of these
nonat om ¢ operati ons.

System Di sk

System di sk shadow sets
presented sonme unique

desi gn probl enms. The system
di sk must be accessed
t hrough a single bootstrap
driver and hence, a single
controller type. This
access takes place when
mul ti host synchroni zation
is not possible. These two
access nodes occur during
system bootstrap and during
a crash dunmp write.
Shadowed Booti ng

The system di sk nust be
accessed by the system
initialization code
executing on the booting
node prior to any host-to-
host comuni cation. Since
t he boot drivers on nany
processors reside in ROM
it was inpractical to nmeke
boot driver nodifications
to support system di sk
processing. To solve
this problem the system
di sk operations perforned
prior to the controller
initialization routine of
the system device driver
are read-only. It is
safe to read data froma

Desi gn of VMS Vol unme Shadowi ng Phase |- Host-based Shadow ng

time, shadowi ng builds a
read-only shadow set that
contains only the boot
menber. Once |locking is
enabl ed, shadowi ng perforns
a variety of checks on

the system di sk shadow set
to determ ne whether or

not the boot is valid.

If the boot is valid,
shadowi ng turns the single-
menber, read-only set into
a nultinenber, writable set
with preserved copy states.
If this node is joining

an existing cluster, the
system di sk shadow set uses
the sane set as the rest of
the cluster.

Crash Dunps

The primtive boot driver
uses the systemdisk to
write crash dunps when a
system failure occurs. This
driver only knows how to
access a single physica
di sk in the shadow set.

But since a failing node
automatically triggers a
nmer ge operati on on shadow
sets nmounted for wite, we
can use the nmerge thread

to process the dunp file.
The nmerge occurs either
when the node | eaves the
cluster (if there are other
nodes present) or later
when the set is reforned.
As the source for merge
difference repairs, the
nmerge process attenpts to
use the nmenber to which the
dunmp file was witten and
propagates the dunp file to
t he remai nder of the set.



clusterw de, shared device
wi t hout synchroni zati on
when there is little

or no risk of the data
bei ng nodi fied by anot her
node in the cluster. At
controller initialization

14 Digital Technical Journa

The nechani sm here for dunp
file propagation is best-
effort, not guaranteed; but
since witing the dunp is
al ways best-effort, this
solution is considered
accept abl e.

3 Sumrer 1991
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Concl usi on David Thiel for genera

VMS Vol une Shadowi ng

Phase Il is a state-of-
the-art inplenmentation

of distributed data
availability. The project
team arrived at innovative
sol utions to problens
attributable to a set of
conpl ex, conflicting goals.
Digital has applied for
four patents on various
aspects of this technol ogy.
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