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Abstract

Per f ormance and price
/ performance are inportant
attributes to consider when
eval uating a transaction
processing system Two
maj or approaches to
performance eval uation
are measurenent and
nodel i ng. TPC Benchnar k
A is an industry standard
benchmark for measuring
a transaction processing
system s performance
and price/ performnce.
Digital has inplenented
TPC Benchmark A in a
di stributed transaction
processi ng environment.
Benchmar k neasurenments were
performed on the VAX 9000
Model 210 and the VAX 4000
Model 300 systens. Further,
a conprehensive anal ytica
nodel was devel oped and
custom zed to nodel the
per f ormance behavi or of TPC
Benchmark A on Digital's
transacti on processing
platfornms. This nodel was
val i dat ed usi ng nmeasur enent
results and has proven to
be an accurate performance
predi ction tool

Thomas K. Rogers, Wael H

Transacti on processing
systenms are conplex in
nature and are usually
characterized by a | arge
nunber of interactive
term nal s and users,

a |large volunme of on-

line data and storage

devi ces, and a high

vol ume of concurrent and
shared dat abase accesses.
Transacti on processing
systenms require |ayers of
sof tware conponents and
har dwar e devices to work
in concert. Performance
and price/performnce are
two inportant attributes
for custoners to consider
when sel ecting transaction
processi ng systens.

Per formance is inportant
because transaction
processing systens are
frequently used to operate
the custoner's business

or handl e nission-critica
tasks. Therefore, a certain
| evel of throughput and
response time guarantee are
required fromthe systens
during normal operation.
Pricel/ performance is

the total system and

mai nt enance cost in



I nt roduction dol lars, normalized by the
performance metric.
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The performance of a
transacti on processing
systemis often neasured
by its throughput in
transacti ons per second
(TPS) that satisfies a
response tine constraint.
For exanple, 90 percent
of the transactions nust
have a response tine that
is less than 2 seconds.
Thi s throughput, qualified
by the associ ated response
time constraint, is called
t he maxi mum qualified
t hroughput (MJTh). In a
transacti on processing
envi ronnent, the nost
meani ngful response tine
definition is the end-
to-end response tine,

i.e., the response tine
observed by a user at a
termnal. The end-to-end
response time represents
the tine required by al
conponents that conpose
the transaction processing
system

The two maj or approaches
used for eval uating
transacti on processing
system performance are
measur enent and nodel i ng.
The neasurenent approach is

the nost realistic way of
eval uating the performance
of a system Performance
nmeasurenment results from
standard benchmarks have
been the nobst accepted form
of performance assessnent

of transaction processing
systenms. However, due

to the conplexity of
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Model i ng uses simul ation
or anal ytical nodeling
techni ques. Conpared to
t he nmeasurenment approach
nodel i ng makes it easier
to produce results and
requires | ess conputing
resources. Performance
nodel s are al so flexible.
Mobdel s can be used to
answer "what-if" types
of questions and to provide
i nsights into the conpl ex
per formance behavi or of
transacti on processing
systems, which is difficult
(if not inpossible) to
observe in the neasurenent
envi ronnent. Performance
nodel s are widely used in
research and engi neering
comunities to provide
val uabl e anal ysi s of
design alternatives,
architecture eval uation,
and capacity pl anning.

Si nmpli fying assunpti ons

are usually made in

t he nodel i ng approach
Therefore, performance
nodel s require validation,

t hrough detailed sinulation
or measurenent, before
predi ctions fromthe nodels
are accept ed.

Thi s paper presents
Digital's benchmark

measur enent and nodel i ng
approaches to transaction
processi ng system
performance eval uation. The
paper includes an overvi ew
of the current industry
standard transaction
processi ng benchmark, the



transacti on processing
systems, such neasurenents
are usually very expensive,
very time-consum ng, and
difficult to perform
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TPC Benchmark A, and a
description of Digital's

i mpl enentation of the
benchmark, including the
di stingui shing features of
the inplenmentation and the
benchmar k met hodol ogy. The
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per f or mance neasur enent
results that were achieved
by using the TPC Benchmark
A are al so presented.
Finally, a nmultileve

anal ytical nodel of the
per formance behavi or of
transacti on processing
systenms with response tine
constraints is presented
and val i dat ed agai nst
measur ement results.

TPC Benchmark a-an Overvi ew

The TPC Benchmark A

simul ates a sinple banking
envi ronnent and exercises
key components of the
system under test (SUT)

by using a sinple, update-
i ntensive transaction type.
The benchmark is intended
to sinulate a class of
transacti on processing
application environnents,
not the entire range of
transacti on processing
environnents. Nevert hel ess,
the single transaction
type specified by the

TPC Benchmark A standard
provi des a sinple and
repeatabl e unit of work.

The benchmark can be

run in either a loca

area network (LAN) or a
wi de area network (WAN)
configuration. The rel ated
t hroughput netrics are

t psA- Local and t psA-W de,
respectively. The benchmark
speci fication defines

the general application
requi renents, database

desi gn and scaling rules,
testing and pricing

gui delines, full disclosure
report requirenments, and

an audit checklist.[1]

The foll owi ng sections

provi de an overvi ew of the
benchmar k.

Appl i cation Environnment

The TPC Benchmark A
wor kl oad is patterned

after a sinplified banking
application. In this nodel,
t he bank contai ns one

or nore branches. Each
branch has 10 tellers and
100, 000 custoner accounts.
A transaction occurs when a
teller enters a deposit

or a withdrawal for a

cust oner agai nst an account
at a branch |l ocation. Each
teller enters transactions
at an average rate of one
every 10 seconds. Figure 1
illustrates this sinplified
banki ng envi ronnent.
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Transaction Logic

The transaction logic

of the TPC Benchmark A
wor kl oad can be descri bed
in terms of the bank

envi ronnent shown in Figure
1. Ateller deposits in

or withdraws noney from

Term nal Conmuni cati on

For each transaction, the
originating termnal is
required to transnmt data
to, and receive data from
the system under test. The

data sent to the system
under test must consist of
at | east 100 al phanuneric
data bytes, organized as
at |east four distinct

fields: Account ID, Teller_
I D, Branch_ID, and Delta.
The Branch_ID identifies

t he branch where the teller
is located. The Delta is

t he amount to be credited
to, or debited from the
speci fied account. The data
received fromthe system
under test consists of

at | east 200 data bytes,
organi zed as the above

four input fields and

t he Account Bal ance t hat
results fromthe successfu
commit operation of the
transaction.

| mpl ement ati on Constraints

The TPC Benchmark A inposes

several conditions on the
test environnment.
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an account, updates the

current cash position of
the teller and branch

and nmakes an entry of the
transaction in a history
file. The pseudocode shown
in Figure 2 represents the
transaction.

0 The tested system nust
preserve the effects of
conmitted transactions
and ensure dat abase
consi stency after
recovering from

- The failure of
a single durable
medi um t hat contai ns
dat abase or recovery
| og data

-  The crash and reboot
of the system

- The loss of all or
part of menory

o Eighty-five percent of
the accounts processed
by a teller must bel ong
to the hone branch
(the one to which the
teller belongs). Fifteen
percent of the accounts
processed by a teller
nmust be owned by a
renote branch (one to
which the teller does
not bel ong). Accounts
nmust be uniformy
di stributed and randomy
sel ect ed.

Dat abase Desi gn



4 Digita

The transaction
processi ng system nust
support atomcity,
consi stency, isolation,
and durability (ACID)
properties during the
test.

Techni cal Journa

Vol .

3

No.

The dat abase consi sts

of four individual files
/tabl es: Branch, Teller,
Account, and History,

as defined in Table 1.

The overall size of the
dat abase is determn ned by
t he throughput capacity of
the system Ten tellers,
each entering transactions
at an average rate of
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one transaction every 10
seconds, generate what is
defined as a one-TPS | oad.
Therefore, each teller
contributes one-tenth (1
/10) TPS. The history area
nmust be | arge enough to

Dat a

tion of Transaction Processing Systens

store the history records
generated during 90 eight-
hour days of operation at

t he published system TPS
capacity. For a systemthat
has a processing capacity
of x TPS, the database is
sized as shown in Table 2.

Table 1

base Entities

Fi el ds
Record__Bytes_Required

Branch 100 Branch_I D

Branch_
Bal ance

Teller 100 Teller_ID

Branch_I D
Tel l er _

Bal ance

Account 100 Account _I D

Branch_I D
Account _

Bal ance

Hi story 50 Account _ID

Teller_ID

Description

Identifies the branch across the

range of branches
Contains the branch's current cash
bal ance

Identifies the teller across the
range of tellers
Identifies the branch where the
teller is | ocated
Contains the teller's current cash
bal ance

Identifies the custonmer account
uni quely for the entire database

Identifies the branch where the
account is held

Cont ai ns the account's current cash
bal ance

Identifies the account
transaction

updat ed by the

Identifies the teller involved in the

transaction



Branch_I D Identifies the branch associated with
the teller

Anpunt Cont ai ns the anmpunt of credit or

debit (delta) specified by the
transacti on.
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Table 1 (Cont.)

Dat abase Entities

Fi el ds
Record__Bytes Required__ Description
Ti me_St anp Contains the date and tine taken

bet ween t he BEG N TRANSACTI ON and
COW T_TRANSACTI ON_st at enent s

Benchmark A uses two basic
Table 2 metrics:

Dat abase Si zi ng o Transactions per second

(TPS) -t hroughput in TPS,

Record subj ect to a response
Nunmber _of Records__ Type__ time constraint, i.e.
1 x x Branch the MQTh, is neasured
records while the systemis in a

sust ai nabl e steady-state

10 xx X Tel l er condi tion
records o Price per TPS (K$/ TPS) -
100, 000 x x Account t he purchase price and
records five-year nmaintenance
costs associated with
2,592,000 x x Hi story one TPS
records Transactions per Second.

To guarantee that the

For exanple, to process tested system provides
20 TPS, a system must use fast response to on-line
a dat abase that includes users, the TPC Benchmark A
20 branch records, 200 i nposes a specific response
teller records, and time constraint on the
2,000, 000 account records. benchmark. Ni nety percent
Because each teller uses of all transactions nust
a ternminal, the price of have a response tinme of

the system must include | ess than two seconds. The



200 termnals. A test that
results in a higher TPS
rate is invalid unless the
size of the database and
the nunmber of termnals are
i ncreased proportionately.

Benchmark Metrics
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TPC Benchmark A standard
defines transaction
response tine as the

time interval between

the transm ssion fromthe
terminal of the first byte
of the input nmessage to the
system under test to the
arrival at the termnal of
the |l ast byte of the output
nmessage fromthe system
under test.
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The reported TPS is the
total nunber of conmitted
transactions that both
started and conpl et ed
during an interval of
st eady- state performance,
di vi ded by the el apsed
time of the interval. The
st eady- st at e nmeasur enent
i nterval nust be at |east
15 m nutes, and 90 percent
of the transactions nust
have a response tinme of
| ess than 2 seconds.

Price per TPS. The K$

[/ TPS price/ performance
metric neasures the tota

system price in thousands
of dollars, normalized

by the TPS rating of the
system The priced system
i ncludes all the conponents
that a custoner requires
to achieve the reported
performance | evel and

is defined by the TPC
Benchmark A standard as

t he

0 Price of the system
under test, including
all hardware, software
and mai nt enance for five
years.

o Price of the termnals
and networ k conponents,
and their maintenance
for five years.

o Price of on-line storage
for 90 days of history
records at the published
TPS rate, which anounts

o Price of additiona
products required
for the operation,
admi ni stration, or
mai nt enance of the
priced systens.

0o Price of products
required for application
devel opnent .

Al l hardware and software
used in the tested
configuration nust be
announced and general ly
avail abl e to custoners.

TPC Benchmark a | npl enmentation

Digital's inplenentation
of the TPC Benchmark A
goes beyond the m ni mum
requi renents of the TPC
Benchmark A standard and
uses Digital's distributed
approach to transaction
processing.[ 2] For exanple,
Digital's TPC Benchmark A
i mpl ement ati on incl udes
forms managenent and

transacti on processing
noni tor software that
are required in nost rea
transacti on processing
envi ronnents but are not
requi red by the benchnmark.
The foll owi ng sections
provi de an overvi ew of
Digital's approach and

i mpl ement ati on.
Transaction Processing
Sof t war e Envi r onnment

The three basic functions



to 2,592,000 records per of a general - purpose

TPS. A storage nmediumis transacti on processing
considered to be on-line system are the user

if any record can be interface (forns

accessed randomy within processing), applications
one second. managenent, and dat abase

managenent. Digital has
devel oped a distributed
transaction architecture
(DECdta) to define how

Digital Technical Journal Vol. 3 No. 1 Wnter 1991



the maj or functions are
partitioned and supported
by conmponents that fit
together to forma conplete
transacti on processing
system Table 3 shows the
sof tware components in a
typical Digital transaction
processi ng environment.

Table 3
Transaction Processing
Sof t war e Conponent s

Conmponent Example__
Operating VMVS
system

Communi cati ons LAT,

DECnet
Dat abase VAX Rdb
/ VMS
TP noni tor VAX ACMS,
DECi nt act
For ns DECS or ns
_Application COBOL

Di stributed Transaction
Processi ng Approach

Digital transaction
processing systens can

be distributed by placing
one or nore of the basic
system functions (i.e.

user interface, application
manager, database manager)
on separate computers.

In the sinplest form of
a distributed transaction
processi ng system the user

Per f ormance Eval uati on of Transaction Processing Systens

forms managenent to be
performed at a renote

| ocation, whereas the
application is processed
at a central |ocation.
The Digital transaction
processi ng software
conmponents are separabl e
because their clearly
defined interfaces can

be | ayered transparently
onto a network. How

t hese conponents may be
partitioned in the Digita
di stributed transaction
processi ng environment is
illustrated in Figure 3.



i nterface conmponent runs
on a front-end processor
and the application and

dat abase conponents run

on a back-end processor

The configuration

all ows term nal and

8 Digital Technical Journal Vol. 3 No. 1 Wnter 1991
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TPC Benchmark A Test
Envi r onnent

The Digital TPC Benchmark
A tests are inplenented in
a distributed transaction
processi ng environment
usi ng the transaction
processi ng software
conmponents shown in Figure
3. The user interface
component runs on one or
nore front-end processors,
whereas the application
and dat abase conponents
run on one or nore
back-end processors.
Transactions are entered
fromteller termnals
whi ch communi cate with
the front-end processors.
The front-end processors
then comruni cate with the
back-end processors to
i nvoke the application
servers and perform
dat abase operati ons.

The conmuni cati ons can

t ake pl ace over either

a local area or a wde
area network. However,

to sinmplify testing, the
TPC Benchmark A standard
al l ows sponsors to use
renote term nal enulators
(RTEs) rather than rea
term nals. Therefore,

the TPC Benchmark A tests
base performance and price
/ performance results on
two distinctly configured
systems, the target system
and the test system

The target systemis the

initiate transactions and
conmuni cate with the front-
end processors. Front-end
processors comruni cate with
a back-end processor using
t he DECnet protocol

The test systemis the
configuration of conmponents
used in the lab to nmeasure
t he performance of the
target system The test
system uses RTEs, rather
than user terminals, to
generate the workl oad and
nmeasure response tinme.
(Note: In previously
publ i shed reports, based

on Digital's DebitCredit
benchmark, the RTE emnul at ed
front-end processors.

In the TPC Benchmark A
standard, the RTE enul ates
only the user terminals.)
The RTE conponent

o Enmul ates the behavi or of
term nal users according
to the benchmark
specification (e.g.
think tinme, transaction
par anet er s)

o Enulates term na
devices (e.qg.
conversi on and
nmul tiplexing into the
| ocal area transport
[ LAT] protocol used by
t he DECserver term na
servers)

0 Records transaction
nmessages and response
times (e.g., the
starting and ending

times of individua



configuration of hardware transacti ons from
and software conponents each emrul ated term na
t hat custoners can use devi ce)

to performtransaction

processing. Wth the

Digital distributed

transacti on processing

approach, user term nals

Digital Technical Journal Vol. 3 No. 1 Wnter 1991
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Figure 4 depicts the test
system configuration in
the LAN environment with
one back-end processor
mul tiple front-end
processors, and multiple
renote term nal enulators
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TPC Benchmark A Results

We now present the results
of two TPC Benchmark A

tests based on audited
benchmar k experinments

performed on the VAX 9000
Model 210 and the VAX
4000 Model 300 systens.

[3,4] These two systens
are representative of
Digital's large and snall

transacti on processing
pl atforns. The benchmark
was i npl ement ed usi ng

the VAX ACMS transaction
processing nonitor, the VAX
Rdb/ VMS rel ati onal dat abase
managenent system and the
DECf orms f orms managenent
system on the VMS operating
system Tables 4 and 5

show t he back-end system
configurations for the VAX
9000 Model 210 and the VAX
4000 Model 300 systens,
respectively. Table 6 shows

the system configuration of

the front-end systens.

Communi cat i onsDECnet - VMS

Phase |1V

TP noni tor VAX ACMS V3.1

Di ctionary VAX CDD/ Pl us

V4. 1

Application VAX COBOL

V4. 2
Dat abase VAX Rdb/ VMS
system V4.0
For ms DECf orms V1.2
___managenent
Table 5

VAX 4000 Mbdel 300 Back-end
System Confi gurati on

Processor

Menory

Tape drive

Pr oduct

VAX 4000

Mode

TK70

300



18

11

Tabl e
VAX 9000 Mbde

4
210 Back-end

System Configuration
Conmponent Product
Processor VAX 9000

Model 210

Menory
Tape drive TA81
Di sk KDM7 0
controller
Di sks RA92
Operating VMS 5.4
system

Digital Technica

Di sk

controller

Quant i Di sks
1 Operating
system

256 MBConmuni cati ons

2 TP noni tor

16 Di ctionary

Jour na

Vol .

3

No.

DSSI

RF31

VMs 5.4

DECnet - VM5

Phase |1V

VAX ACM5

V3.1

VAX CDD/ Pl us

V4. 1

1 Wnter 1991
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Table 5 (Cont.)

VAX 4000 Mbdel 300 Back-end
System Confi guration

Conmponent Product Quantity
Application VAX COBOL 1

V4.2
Dat abase VAX Rdb/ VM5 1
system V4.0
For s DECf or s 1

_managenment V1.2
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Table 6

Front-end Run-tinme System Configuration

Conmponent Pr oduct Quantity_
Pr ocessor VAXserver 3100 Model 10 10 for VAX 9000
back- end

3 for VAX 4000
back- end

Menory 16 MB for VAX 9000
back- end

12 MB for VAX 4000

back-end
Di sks RZ23 (104 MB) 16
Operating system VMS 5.3 1 for VAX 9000
back-end
VMS 5. 4 1 for VAX 4000
back-end
Communi cati ons DECnet - VM5 Phase |V 1
TP noni tor VAX ACMS V3.1 1
For ms_managenment __ DECfornms_V1. 2 1

Table 7

VAX 9000 Model 210 Maximum Qualified Throughput

System Local)




VAX 9000 Model 210 69. 4

VAX_4000_Model _300 21.6

1.20 1.74 5.82

1.39 1.99 4.81_

Measurenment Results

The maxi mum qualified

t hroughput and response
time results for the TPC
Benchmark A are summari zed
in Table 7 for the VAX
9000 Mbdel 210 and the VAX
4000 Model 300 systens.

Digital Technica

Bot h configurations have
sufficient main nenory
and di sk drives such

that the processors are
effectively utilized with
no ot her bottl eneck.

Both systens achi eved
wel | over 90 percent CPU
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utilization at the maxi mum
qual i fied throughput

under the response tine
constraint. In addition to
t he throughput and response
time, the TPC Benchmark A
speci fication requires that
several other data points
and graphs be reported.

We denpnstrate these data
and graphs by using the
VAX 9000 Model 210 TPC
Benchmark A results.

0 Response Tine in
Rel ati onship to TPS.
Figure 5 shows the
90t h percentile and
aver age response
times at 100 percent
and approxi mately
80 percent and 50
percent of the maxi num
qual i fied throughput.
The nean transaction
response tine stil
grows linearly with the
transaction rate up to
the 70 TPS | evel, but
the 90th percentile
response tine curve has
started to rise quickly
due to the high CPU
utilization and random
arrival of transactions.

Per f ormance Eval uati on of Transaction Processing Systens

Response Ti ne Frequency
Di stribution. Figure

6 is a graphica
representation of the
transacti on response
time distribution.

The average, 90th
percentile, and mexi mum
transacti on response
times are al so marked on
t he graph.

Transacti ons per

Second over Ti e.

The results shown in
Figure 7 denobnstrate

t he sust ai nabl e maxi mnum
qual i fied throughput.
The one-m nute running
average transaction

t hroughputs during

the warmup and data
col | ection periods

of the experinent are
pl otted on the graph.
Thi s graph shows that

t he throughput was

st eady during the period
of data collection.
Aver age Response

Ti me over Tine. The
results shown in Figure
8 denonstrate the
sust ai nabl e aver age
response tine in

t he experinent. The
one-m nute runni ng
average transaction
response tines during
the warmup and data
col | ection periods

of the experinent are
plotted on the graph.
Thi s graph shows that
the nean response tine



was steady during
the period of data
col | ection.
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Conpr ehensi ve Anal ytical Mode

Model i ng techni ques can
be used as a suppl enent
or an alternative to the
measur ement approach
The perfornmance behavi or
of conplex transaction
processing systens can
be characterized by a set
of paraneters, a set of
performance netrics, and
the rel ati onshi ps anong
them These paraneters
can be used to describe
the different resources
available in the system
t he dat abase operations
of transactions, and
t he workl oad that the
transacti on processing
system under goes. To
conpl etely represent
such a system the size
of the paraneter set
woul d be too huge to
manage. An anal ytica
nodel sinplifies, through
abstraction, the conplex
behavi or of a system
into a manageabl e set of
paraneters and policies.
Such a nodel, after proper
val i dation, can be a
power ful tool for many
types of analysis, as wel
as a performance prediction
tool. Results can be
obt ai ned qui ckly for any
combi nation of paranmeters.

A conprehensi ve anal ytica
nodel of the perfornmance
behavi or of transaction

t he basic construction

of the nodel and the
custoni zation made to

nodel the execution of TPC
Benchmark A on Digital's
transacti on processing
systenms. The nodel can al so
be used to study different
transacti on processing
wor kl oads in addition to
the TPC Benchmark A.
Response Ti ne Conponents

The main netric used in
t he nodel is the nmaxinmum
qual i fied throughput
under a response tine
constraint. The response
time constraint is in
the formof "x percent of
transacti on response tines
are less than y seconds.”

To eval uate throughput
under such response
ti me constraint,
the distribution of
transacti on response
times is determ ned by
first deconposing the
transacti on response tine
i nt o nonoverl appi ng and
i ndependent conponents.
The distribution of
each conponent is then
eval uated. Finally,
the overall transaction
response tine distribution
is derived fromthe
mat hemati cal convol ution
of the conponent response
time distributions.

The logical flow of a
transaction in a front-end
and back-end distri buted



processi ng systens

with a response tine
constraint was devel oped
and val i dat ed agai nst
measurenent results. This
nodel is hierarchical and
flexi ble for extension. The
foll owi ng sections describe

Digital Technica

transacti on processing
systemthat is used to

i mpl ement TPC Benchnar k
A is depicted in Figure
9. The response tine of

a transaction consists of
t hree basi c conponents:
front-end processing,

Journal Vol. 3 No. 1 Wnter 1991



back-end processing, and
comuni cation del ays.

o Front-end processing
usual Iy incl udes
termnal 1/0O processing,
forms/ presentation
services, and
conmuni cation with the
back-end systens. In the
benchmar k experi nments,
no disk 1/0 activity
was i nvolved during the
front-end processing.

Wt hin the back-end system
the transaction response
time is further deconposed
into two additi onal
conmponents, CPU del ays
and non- CPU, nonoverl appi ng
del ays. CPU del ays i ncl ude
both the CPU service and
the CPU waiting tines of
transacti ons. Non- CPU
nonover | appi ng del ays
i ncl ude:

o Logging del ays, which
include the tinme for
transaction log wites
and comit protoco

del ays

o Database |/ 0O del ays,
whi ch include both
wai ting and service
times for accessing
st orage devi ces
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o Back-end processing
i ncl udes the execution
of application, database
access, concurrency
control, and transaction
commit processing. The
back-end processing
usual ly involves a high
degree of concurrency
and many disk /0O
activities.

o Conmuni cati on del ays
primarily include the
communi cati ons between
the user term nal and
the front-end node,
and the front-end and
back-end interactions.

(Note: These response tine
conmponents do not overlap
wi th each other.)

The nmodel is configured in
a two-1evel hierarchy,

a high level and a
detailed | evel. The use

of a hierarchy all ows

a conplex and detail ed
nodel that considers nmany
conmponents and invol ves
many paranmeters to be
constructed easily.
Because of the hierarchica
approach, the nodel also
provides flexibility

for nodifications and

ext ensi ons, and validation
of separate subnodel s.

The hi gh-1evel node
assunes the deconposition
of transaction response
ti mes, as described in the
Response Ti ne Conponents
section, and nodels the



o0 O her delays, which behavi or of the transaction

i ncl ude del ays t hat processi ng system by an
result from concurrency open queui ng system as
control (e.g., waiting shown in Figure 10. The
for locks) and waiting gueui ng system consi sts of
for nessages servers and del ay centers,

whi ch are connected in a

Two- | evel Approach
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qgueui ng network with the
foll owi ng assunptions:

o The front-end processing
does not involve any
di sk 1/0O operation, and
the I oad on the front-
end systens is equally
bal anced.

o The back-end is
a shared- nenory
nmul ti processor system
with symetrical | oads
on all processors (or
it can be sinply a
uni processor).

The front-end CPU is
nodel ed as an MM 1 queui ng
center, and the back-end
CPU is nodeled as an MM
/ m queui ng center. The
transactions' CPU tines on
the front-end and back-end
systens are assuned to be
exponentially distributed
(coefficient of variation
equal to 1) due to the
single type of transaction

in the benchmark. (Note:
An approxi mation of MG m
can be used to consider a
coefficient of variation
other than 1 for the
back-end transacti on CPU
service tine, especially
in the multiprocessor
case when the bus is
highly utilized.)

Dat abase I/ O, 1 ogging
I/ O, and other delays are
nodel ed as del ay centers,

o No intratransaction
parall elismexists
wi thin individua
transacti on execution.

o No nmutual dependency
exi sts between
transaction response
ti me components.

o Transaction arrivals to
the processors have a

Poi sson distribution.

These assunpti ons
correspond to Digital's
TPC Benchmark A
testing net hodol ogy and
i mpl ement ati on.

di stribution. The major

i nput parameters for this

hi gh-1evel nodel are the

o Number of front-end
systenms and the front-
end CPU service tine per
transaction

0 Nunber of CPUs in the
back-end system and the
back-end CPU service
time per transaction

o Sum of the back-end
dat abase 1/ O response
time, journaling I/0O
response tine, and
other delay tinmes (i.e.
the nean for the LOD
del ay center's 2-Erlang
di stribution)

0 Response tinme constraint
(in the formof x
percentile | ess than
y seconds)



with appropriate del ay

di stributions. For the
nodel of the TPC Benchmark
A wor kl oad, the database
/O journaling 1/0O and
ot her comuni cati on and
synchroni zati on del ays are
conmbi ned into one del ay
center, called the LOD
del ay center, which is
represented by a 2-Erl ang

Digital Technica

The main result fromthe
hi gh-1evel nodel is the
MJTh. Thi s high-1evel
nodel presents a gl oba
pi cture of the perfornmance
behavi or and manifests the
rel ati onshi p between the
nost i nmportant paraneters
of the transaction
processi ng system and MQTh.

Journal Vol. 3 No. 1 Wnter 1991



Sonme of the input
paraneters in the high-

| evel nodel are dynamic.
The CPU service tinme of

a transaction may vary
with the throughput or
nunber of processors,

and the database I/0O or

ot her del ays nmay al so
depend on the throughput. A
good exanple of a dynam c
nodel is a tightly coupled
mul ti processor system with
one bus interconnecting

the processors and with

a shared conmon nenory
(e.g., a VAX 6000 Mbde

440 system). Such a

system woul d run a single

copy of the symretrica

nmul ti processi ng operating

system (e.g., the VM5

system) . The average

CPU service tinme of

transactions is affected by

bot h hardware and software

factors, such as

a. Hardware contention that
results fromconflicting
accesses to the shared
bus and mai n nenory and
that causes processor
speed degradation and
| onger CPU service tine.

b. Processor
synchroni zati on over head
that results from
the serialization of
accesses to shared
data structures. Many
operating systens

The busy-wait subnode
nodel s the spin-1ock

Per f ormance Eval uati on of Transaction Processing Systens

use spin-locks as the
mechani sm f or processor-
I evel synchronization,
and the processor spins
(i.e., busy-waits) in
the case of a conflict.
In the nodel, the
busy-wait overhead is
considered to be part
of the transaction

code path, and such

contention el ongates the
transacti on CPU service
tinme.

Four detail ed-1evel
subnodel s are used to
account for the dynam c
behavi or of these
par anet ers: CPU-cache-
bus- menmory, busy-wait, 1/0
group, and LOD

The CPU- cache- bus- nenory
subnmodel consists of many

| ow | evel paraneters
associated with the
wor kl oad, processor, cache,
bus, and nenory conponents
of multiprocessor systens.
It nodels these conponents
by using a m xed queui ng
networ k nodel that consists
of both open and cl osed
chains, as shown in Figure
11. The nost inportant
output fromthis subnode
is the average nunber

of CPU cl ock cycl es per

i nstruction.

anal ysis to derive busy-
wait time. The I/ O grouping



contention that is
associated with the two
maj or VMS spi n-1| ocks,
cal l ed SCHED and | OLOCKS.
Thi s subnodel divides the
state of a processor into
several nonoverl appi ng
states and uses probability

18 Digital Technical Journal Vol.

subnodel nodel s the group
commit and group wite
mechani sns of the VAX Rdb
/VMS rel ational database
managenment system This
subnmodel affects the path

I ength of transaction
because of the anortization
of disk I/O processing

No. 1 Wnter 1991
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anong grouped transactions.
The LOD subnpdel considers

the disk /O tinmes and the
| ock contention of certain
critical resources in the
VAX Rdb/ VM5 system
Integrating the Two Levels
of the Mode

The two | evel s of the node
are integrated by using

an iterative procedure
outlined in Figure 12. It
starts at the detail ed-

| evel subnodels, with
initial values for the
MQJTh, the transaction

Model Predictions

The back-end portion of
t he nodel was vali dated
agai nst neasur enent
results from numerous
Debi t Credit benchmarks
(Digital's precursor of
the TPC Benchmark A) on
many VAX conputers with
the VMS operating system
runni ng VAX ACMS and VAX

Rdb/ VMS software. [5]

Wth sufficient detail ed
paraneters avail able (such
as transaction instruction
count, instruction cycle
time, bus/nmenory access
time, cache hit ratio),
the nmodel correctly

path | ength, the busy-
wait overhead, and the CPU
utilization.

By applying the initialized
paraneters to the
submodel s, the val ues
of these paranmeters are
refined and i nput to the
hi gh-1 evel nodel. The
out put paraneters fromthe
hi gh-1evel nodel are then
fed back to the detail ed-
| evel subnodels, and this
iterative process continues
until the MJTh converges.
In nost cases, convergence
is reached within a few
iterations.

end-to-end nodel to the
TPC Benchmark A on two VAX
pl atforns, the VAX 9000
Model 210 and the VAX 4000
Model 300 systens, and
then conmpare the results.
The benchmar k environnment
and i npl enentation are
described in the TPC
Benchmark A | npl enentati on
section of this paper.

Because both the VAX
9000 Model 210 and
t he VAX 4000 Mbdel 300
systems are uni processor
systenms, there is no other
processor contending for
t he processor-nenory

i nt erconnect and nenory



estimated the MJTh and
many intermedi ate results
for several nultiprocessor
VAX systenms. The nodel was
t hen extended to include
the front-end systems. In
this section, we discuss
applying this conplete

Digital Technica

subsystens. Such contention
ef fects can therefore be

i gnored when nodeling a

uni processor system The
transacti on processing
performance prediction

for the VAX 9000 Mdde

210 systemis a successfu

Journal Vol. 3 No. 1 Wnter 1991
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exanpl e of the application
of our analytical nodel.

We needed an accurate
estimate of TPC Benchmark
A performance on the VAX
9000 Model 210 system
before a VAX 9000 system
was actually avail abl e
for testing. The high-

[ evel (MJTh) nodel was

used with estimted val ues
for the input paraneters,
LOD and transaction CPU
service tine. The estimated
LOD was based on previous
measur enent observations
fromthe VAX 6000 systens.
The ot her paraneter, back-
end transaction CPU service
time, was derived fromthe

o Timng informati on of
t he VAX 9000 CPU

0 Menory access tinme and
cache m ss penalty of
t he VAX 9000 CPU

o Prediction of cache hit
rati o of the VAX 9000
system under the TPC
Benchmark A wor Kkl oad

o Transaction path |length
of the TPC Benchmark A
i mpl enent ati on

0 Instruction profile
of the TPC Benchmark A

i mpl enent ati on

The high-1evel node
predi cted a range of
MJTh, with a high end of
70 TPS and with a strong

Mobdel ed
probability that the

Addi tional predictions
were made |ater, when an
early prototype version
of the VAX 9000 Mbdel 210
system was avail able for
testing. A variant of the
Debi t Credit benchmark, nuch
smal ler in scale and easier
to run, was perforned on
the prototype system with
t he enmphasi s on neasuring
the CPU performance in a
transacti on processing
environnent. The result
was used to extrapol ate the
CPU service time of the TPC
Benchmark A transactions
on the VAX 9000 Model 210
systemand to refine the
early estimate. The results
of these nodifications
supported the previous
hi gh-end esti mate of
performance of 70 TPS
and refined the | owend
performance to be 62 TPS.
The final, audited TPC
Benchmark A measur enent
result of the VAX 9000
Model 210 system showed
69.4 TPS, which closely
mat ches the prediction.
Tabl e 8 conpares the
results from benchmark
measur enent and the
anal ytical nodel outputs.

Table 8
Measur enent Conpar ed
to Model Predictions

System MQTh



hi gh-end perfornmance was
achi evabl e. VAX 9000 Mbdel 210 69. 4

70.0

___VAX_4000_Mbdel 300 21.5

20.8

The VAX 4000 Model 300 TPC
Benchmark A results were
al so used as a validation
case. VAX 4000 Mbdel 300
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systenms use the sane CMOS
chip as the VAX 6000 Mode
400 series and the sane
28- nanosecond (ns) CPU
cycle tinme. However, in

t he VAX 4000 series, the
CPU- nmenory i nterconnect
is not the XM bus but

a direct primry menory

i nterconnect. This direct
menory interconnect results
in fast main nenory access.
The processor, cache, and
mai n nenory subsystens
are otherw se the sane

as in the VAX 6000 Mdde
400 systens. Therefore,

t he detail ed-1evel node
and associ ated paraneters
for the VAX 6000 Mdde

410 system can be used by
i gnoring the bus access
time. The TPC Benchnark

A measurement results are
within 7 percent of the
nodel prediction, which
means that our assunption
on the nenory access tine
i s acceptabl e.

Concl usi on

Performance is one of the
nost inportant attributes
in evaluating a transaction
processi ng system However,
because of the conpl ex
nature of transaction
processing systens, a
uni versal assessment of
transacti on processing
system performance is
i mpossi bl e. The performance
of a transaction
processi ng systemis

performance by different
vendors. But it is

only one transaction
processi ng benchmark t hat
represents a linmted class
of applications. Wen
eval uating transaction
processi ng systens

per formance, a good
under st andi ng of the
targeted application

envi ronnent and

requi renents is essentia
bef ore using any avail able
benchmark result.
Addi ti onal benchmarks
that represent a broader
range of conmercia
applications are expected
to be standardi zed by the
Transaction Processing
Per f ormance Council (TPC)
in the com ng years.

Per f ormance nodeling is
an attractive alternative
to benchmark neasurenent
because it is |less
expensive to perform and
results can be conpil ed

nore qui ckly. Modeling
provi des nore insight
into the behavior of
syst em conmponent s t hat
are treated as bl ack
boxes in nost measurenent
experinments. Modeling
hel ps system designers
to better understand
performance i ssues and
to di scover existing or
potential performance
probl enms. Model i ng al so
provi des sol utions for

i mprovi ng performance by
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wor kl oad dependent,
configuration dependent,
and i npl enentation
dependent. A standard
benchmark, 1ike TPC
Benchmark A, is a step
toward a fair conparison
of transaction processing

Digital Technica

nodel ing di fferent tuning
or design alternatives. The
anal yti cal nodel presented
in this paper was validated
and used extensively

i n many engi neering
performance studies.

The nmodel al so hel ped

Journal Vol. 3 No. 1 Wnter 1991



t he benchmark process to
si ze the hardware during
preparation (e.g., the
nunber of RTE and front-
end systens needed, the
si ze of the database)
and to provide an MQJTh

goal as a sanity check
and a tuning aid. The
nodel coul d be extended
to represent additiona

di stributed configurations,
such as shared-di sk and
"shar ed- not hi ng" back-end
transacti on processing
systenms, and coul d be
applied to additiona
transacti on processing
wor k| oads.
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