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To ensure high performance of MODFETs used in HP’s high-speed

communications applications, their high-frequency signal, noise,

and power characteristics must be optimized.

HP has developed an ultrafast III-V (AlInAs/GaInAs/GaAs) modulation-doped

field-effect transistor (MODFET) technology for use in high-speed monolithic

microwave integrated circuits (MMICs). Applications for these devices include:

� Wireless millimeter-wave communications1

� Fiber-radio personal communications systems2

� Automobile collision-avoidance radar

� Optical fiber and low-noise direct broadcast satellite (DBS) communications

receivers.3

This article provides a summary of the device physics necessary to optimize

the high-frequency signal and noise characteristics, semiconductor material,

and output-signal power of MODFETs. It also discusses the material, processes,

devices, and circuits developed and optimized at HP Laboratories for

performance and manufacturability. We conclude with a discussion on process

developments at HP’s Communication Semiconductor Solutions Division and

Microwave Technology Division.

Because of the large number of equations and associated parameters used in

this article, Appendix A provides some brief definitions and typical values for

many of the parameters.
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High-Speed Field-Effect Transistors

Figure 1 shows a high-speed FET in its simplest form: an n-type Schottky-barrier-gate FET, or MESFET (metal-semicon-
ductor FET). A single semiconductor material is used, with the top portion uniformly doped with donors. The source and
drain electrodes are nondepleting (tunneling) ohmic contacts, letting electrons in and out with a low resistance Rc. The
gate electrode (with gate length Lg in the direction of electron flow and gate width Wg in the perpendicular direction) is
rectifying, and for negative to moderately positive gate bias voltage Vg, depletes the semiconductor of electrons to a
Vg-dependent depth dgc. The gate therefore determines the number of electrons available for conduction.
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Figure 1

An n-type MESFET (a) with zero drain and (b) in saturation. Figures 1c and 1d show equivalent circuits for (a) and (b),
respectively.
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With the source and drain grounded (Figure 1a), the channel is the resistive bottom plate of a parallel-plate capacitance:

Cgc�
�WgLg

dgc
, (1)

and the top plate is the metal gate. Figure 1c shows the associated equivalent circuit for Figure 1a. Because of symme-
try, we can split Cgc into two equal components: one to the source (Cgs) and one to the drain (Cgd). The gate capacitance
Cgc and the channel resistance Rch (�1/gd, where gd is the output conductance �Id/�Vd)�are functions of Vg. With the
source remaining at ground, a positive voltage Vd on the drain (Figure 1b) causes a flow of the available electrons from
the source to the drain. Vd generates a lateral channel field Ec (��Vc/�y), which is the driving force for the electrons.
Because the surface potential Vsurf is held constant by the gate while the channel potential Vc increases towards the
drain, the channel is increasingly pinched down as the electrons approach the drain-side edge of the gate, more so the
higher the drain voltage.

Saturation. Current continuity is maintained under the gate by two mechanisms, which are both related to the increasing
lateral channel field Ec. First, the electrons move faster according to the velocity-field curve (see Figure 2). Second,
because of the field gradient �Ec/�y, the finite thickness of the conducting channel, and Gauss’ law, a finite electron
concentration exists in the high-field region, preventing pinch-off. Beyond the gate, the free-surface effective gating
potential Vsurf is free to increase (see Figure 1b), and the pinch-down is gradually reduced, which reduces the field.4

The channel field Ec, which would essentially be constant between the source and drain without a gate, is instead
strongly peaked beyond the drain-side edge of the gate. Ec quickly becomes much larger than Esat, and the electrons
are velocity saturated as shown in Figure 2, leading to current saturation with a much smaller output conductance
gd��Id/�Vd.

Electron
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for Analytical Modeling
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Figure 2

Qualitative electron velocity-field curves. The solid curve is
an approximation that allows analytical modeling.

vsat vpeak �Esat

The high-field region extends towards the source by a distance of �Li and towards the drain by �Lx. The partially
depleted high-field region �Li��Lx separates the source from the drain in an electrostatic sense, and a drain-source
capacitance Cds develops as shown in the modified equivalent circuit in Figure 1d. Below saturation, the output
conductance of the FET appears inductive because of RC and TL (transmission-line) delays in gd:5

gd� gd(�) �
gdoe�j��TL

1� j��RC
, (2)

where gdo is the low-frequency output conductance. In saturation, Cds overwhelms this inductive appearance. The depen-
dence of Cds on bias cannot be easily estimated analytically. Cds can be quite large once it appears at a lower Vd but it
typically drops as Vd (and thus �Li��Lx ) is further increased. Asymmetry has now been introduced, and Cgs and Cgd

are no longer the same. Cgs is approximately given by:
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Cgs �
�Wg	(Lg � �Li)� �Li � �Lx�2


dgc
�

�Wg(Lg � �Lx�2)

dgc
. (3)

Equation 3 shows that there are three components that make up Cgs. The first, (Lg��Li), comes from the low-field resis-
tive source-side part of the channel. This is similar to the parallel-plate capacitance in equation 1. The second compo-
nent, �Li, and third component, �Lx/2, are much less obvious and involve two-dimensional electrostatic considerations.6

The same is true for Cgd, which drops rapidly in saturation to a point where it is more convenient to ignore it as a sepa-
rate component and lump it with the unavoidable gate fringing capacitance. �Li and �Lx depend on drain voltage and
are similar in magnitude for typical FET geometries.

The high-field depleted region is indicated in Figure 1b. Also shown is the lower-field source-side region under the gate,
with its increased depletion towards the drain. This is the so called “gradual channel.” There are two additional low-field
and partially depleted regions. These are ungated regions between the source and the drain. In this case, a negative
charge on the free semiconductor surface does the depleting. For a sufficiently forward-biased gate, these regions (in
particular, the source-side region) limit the current that can flow.

Current Modulation. Figure 1b also shows the electron potential energy �Vc. When the electrons “fall off the potential
cliff,” they no longer increase their velocity in proportion to the slope. Rather, they quickly reach a saturated velocity
vsat, as indicated in the velocity-field curve shown in Figure 2. In saturation, the drain current Id that flows as a result
of Vd�0 is modulated primarily by Vg. The rate of this modulation is given by the transconductance gm��Id/�Vg

(Figure 1d), which for short gates (�1 �m) in saturation is essentially gate-length independent:

gm �

�Wgvsat

dgc
. (4)

The transconductance gm has the same functional dependence on frequency as gd in equation 2. However, in saturation,
the delays increase because of the time (∆Lx/vsat) it takes for electrons to transit the external velocity saturated region.
For short gates, even with the assumed ideal velocity saturation (Figure 2), some output conductance gd��Id /�Vd will
remain, allowing the drain voltage to do some modulation. This drain voltage is undesirable because it degrades the
intrinsic low-frequency voltage gain:

Gv �
gm
gd

. (5)

Unlike transconductance, the output conductance depends strongly on gate length. Empirically, the relationship is

inverse, and as shown in the following equation, gd is reduced in saturation by an empirical factor kgd
� 0

gd � g(sq)
d

Wg

Lg � kgd
�Lx

,  (6)

where g(sq)
d

 is a constant of proportionality. Some observations indicate that g(sq)
d

 is not a constant, but is proportional

to dgc.
7

The parameters gm, gd, Cgs, Cgd, and Cds determine the FET’s intrinsic high-speed performance. One figure of merit of
particular importance is the cutoff frequency fT of the current gain, which is the small-signal frequency where the gate
current starts exceeding the ac-shorted drain current. This involves only three of the parameters:6,8

fT �
gm

2��Cgs � Cgd�
�

vsat

2��Lg � �Lx�2�
. (7)

(2πfT)�1 is the effective electron transit time through the gated channel and the external high-field region. As indicated
in equation 5 and discussed below, the other two parameters, gd and Cds, significantly impact the power gain.
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Nonstationary Electron Transport. The small-signal device model described above goes a long way in explaining the
essential function of even FETs with very short gates (�0.1 �m). This simplifies the optimization of the device. From a
practical standpoint, this is convenient. However, it is also quite surprising, since electron transport over short distances
in high fields is much more complicated than assumed here. The electron velocity is more correctly described as being
tied to the local electron energy rather than to the local field. The net gain in energy over some distance depends on the
local electric field and the scattering rate. When optimizing the device, one should, in principle, numerically solve an
additional differential equation to account for the fact that it takes time for an electron (even in a constant field) to gain
or lose enough energy to reach its steady-state velocity associated with this field. In a FET, as pointed out earlier, the
field varies rapidly. Therefore, an electron is unlikely to have its velocity coincide at any point with the steady-state
velocity associated with the local field—the velocity is always undershooting or overshooting.

Despite these fundamental considerations, the simple field dependent picture is consistent with a large body of experi-
mental work.9,10,11 For fields below a critical value of Esat (see Figure 2) where the steady-state electron velocity peaks
(for III-V materials) or saturates (for silicon), one can assume a linear relationship v��E between the velocity and the
local electric field. For larger fields, one can assume for predicting the basic performance of even ultrashort FETs, that
the velocity remains equal to an effective saturation velocity independent of any further increase in the field. For III-V
materials, the effective saturation velocity is the peak velocity. The fact that the ultimate scattering limited velocity is no
larger than in silicon is of little consequence. Thus, velocity overshoot does appear to show up, but the effective satura-
tion velocity does not increase as the gate length is reduced, nor does it exceed the peak velocity by much. The mobility
µ is a function of the electron scattering time τscatt and the electron effective mass meff in the crystal:

��
q�scatt
meff

 . (8)

The effective mass meff is less than the free electron mass. The peak velocity is more complicated, but correlates with
the mobility.12 Peak electron velocities in III-V materials used for high-speed transistors are two to three times greater
than in silicon.

Extrinsic FET Performance. Figure 3 shows a FET equivalent circuit drawn in a more conventional manner and com-
plete with additional elements. The two intrinsic parameters, ggs and ggd, model the nonzero conductance in a Schottky
barrier. There are also unavoidable parasitic elements. A fraction of the source and drain resistances (Rs and Rd) comes
from the contact resistance Rc. The remainder is due to channel access resistance. The source-side parasitic gate capaci-
tance Cfs arises from the fringing fields between the gate and the nearby metal and conducting semiconductor. Although
Cfd has the same origin as Cfs, it drops significantly in saturation because of the high depleting fields on the drain side. It

Figure 3
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Equivalent circuit for the extrinsic FET with parasitic elements.
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is virtually indistinguishable from Cgd (see Figure 1d), and as mentioned earlier, these two capacitances can be lumped
into a single feedback/fringe capacitance:

Cfd � CfskCfd
(�Lx) , (9)

where kCfd
 is a function that varies monotonically from 1 in marginal saturation (∆Lx�0�) to �1 deeper in saturation

(∆Lx�0 ). The extrinsic current-gain cutoff frequency is degraded by these parasitics:13

fTx �
gm

2�(Cgs� �Cg)
 , (10)

where

�Cg � Cfs� Cfd � (Rs� Rd)�gmCfd� gd(Cgs� Cfs� Cfd)�. (11)

Rs and Rd also degrade the extrinsic transconductance:

gmx �
gm

1� Rsgm� (Rs� Rd)gd
. (12)

The extrinsic output conductance gdx and input capacitance are degraded by the same denominator. The dc characteris-
tics of a FET, showing gmx and gdx, are depicted in Figure 4. The FET channel conducts for Vg�Vth (threshold voltage),

and Id saturates for Vd � V(knee)
d (Vg) . This is the area of interest for small-signal, high-frequency operation. The thresh-

old voltage Vth is determined by material structure (discussed later in this article). The knee voltage V(knee)
d  should be

kept as low as possible and benefits from small Rs�Rd and Lg, and a large � (mobility).

Figure 4
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y-Parameters and Power Gain. The frequency dependent performance of the FET is best described by the small-signal
y-parameters, which relate the ac currents resulting from applied ac voltages (see Figure 3) as:

ig � y11Vg� y12Vd  (13a)

id � y21Vg� y22Vd . (13b)
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The y-parameters are functions of the equivalent circuit elements and frequency. Equation 10 for fTx is the result of
extrapolating the current gain:

Gi � �
y21
y11
�
2

(14)

Figure 5

Current gain versus frequency (modeled).
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at �20 dB/decade to the frequency associated with 0 dB gain. As Figure 5 shows, Gi does indeed follow this slope in the
frequency ranges of interest, and it is an appropriately conservative way of extrapolation.14 The same cannot be said for
the two most commonly quoted power gains: the unilateral power gain15

Gu �
�y21� y12�

2

4(Re(y11)Re(y22)� Re(y12)Re(y21))
 (15)

and the maximum available gain16

Gma � �
y21
y12
��k� k2

� 1
 	, (16)

where k is the stability factor16

k �
2Re(y11)Re(y22)� Re(y12y21)

�y12y21�
 . (17)

For k�1, which occurs for sufficiently large frequencies (�100 GHz for our technology), the FET is unconditionally
stable and will not oscillate with any passive loads. For these high frequencies, equation 16 is valid for the maximum
available gain. For most applications (�100 GHz), the device is unstable but can be stabilized by input or output shunt
resistors without affecting y21 or y12.17 Therefore, for k�1, the maximum stable gain is:

Gms � �
y21
y12
� . (18)

Unlike the broadband stabilization to achieve Gms, the higher Gu is only achievable with a passive lossless embedment,
which unilateralizes the device (y12 � 0) only in a narrow band. For instance, canceling Cfd in Figure 3 would involve an
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inductor L in parallel, and the combined admittance would be zero only at the LC resonance frequency �2� LCfd� �
�1

.

Therefore, from a practical application standpoint, Gms is usually more meaningful.

Process developers like to quote for Gu and Gma their respective cutoff frequencies fmax and fmag. The literature is full of
expressions for these parameters, based on �20-dB/decade extrapolation. However, unlike the expression for fTx, the
expressions for fmax and fmag are questionable. The reason is clear from Figure 6 in that neither gain has a �20-dB/
decade slope in a significant enough frequency range to warrant such an extrapolation. For example, the extrapolated
fmax from 50 GHz in Figure 6 yields fmax�434 GHz, while the actual (unmeasurable) value is 214 GHz. Interestingly,
the actual values for fmax and fmag are identical.18 This, and the dangers of extrapolating Gu, are further illustrated in
Figure 7, where Cds has been varied over a wide range. The extrapolated value of fmax can reach very impressive values
indeed, while the true value is more modest. The huge extrapolated fmax for Cds�625 fF/mm is due to a resonance in Gu

that occurs close to 50 GHz.

Figure 6

Power gains versus frequency (modeled).
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Actual and extrapolated power-gain cutoff frequencies
(modeled).
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Power gain is more sensitive than current gain to parasitic elements, feedback capacitance, output conductance, and
gate leakage. In particular, power gain, unlike current gain, is degraded by the total gate resistance Rg, which is a combi-
nation of the metallization resistance along the width Wg of the gate and an interfacial component.19 At low frequencies,
Gu is limited by ggs and ggd.

Minimum Noise Figure. Rg and other resistive components in the equivalent circuit contribute thermal noise, which can
get amplified and wind up degrading the noise figure of the FET. Fukui’s well-known expression for the minimum noise
figure:20

NFmin � 1� Kf
f

fT
gm(Rg� Rs)�  (19)

expresses this fact. Kf has always been considered a material-dependent fitting factor. However, by merging Pospieszalski’s
more recent noise model for an intrinsic FET21 with equations in the classical treatise by Pucel et al,22 which explicitly
includes Rs and Rg (and is the basis for the Fukui equation), one can tie Kf to physical parameters.
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In reference 21, the intrinsic FET’s noise is assumed to originate from thermal noise in the output conductance gd and
the Cgs charging resistor Rgs. Rgs is �20% of the zero-Vd channel resistance Rch (�1/gd),5 and should appear in series
with Cgs in Figure 3. Tg and Td are noise temperatures associated with Rgs and gd respectively. For the FET studied,
Pospieszalski explained the noise and its frequency dependence with a value for Tg that was close to the ambient temper-
ature Ta. For Td, however, values exceeding 3000 Kelvin had to be chosen. Although very large, Td has the physically
appealing feature of being independent of frequency.

Using the model comparisons in reference 21 one can identify the Fukui factor as:

 Kf� 2
gdTd
gmTo
�  , (20)

where To = 290K, the standard noise source temperature. Note that although gd�gm, the empirical fact that Td�To

means that Kf is significant and that gd is an important noise source. With gm tied to the electron saturation velocity
vsat (equation 4), it is clear that Kf is indeed affected by material quality. The value of gd depends on gate length (see
equation 6), and thus there is also a geometry dependence in Kf. Further identification with the results in reference 21

shows that Rgs(Tg/To) should be added to Rg and Rs in the Fukui equation. Since the original Fukui equation was derived
under the assumption that Ta = To, and since Tg ��Ta, one can arrive at the following more general form:

NFmin� 1� a� a2

2
 , (21)

where

a� Kf
f

fT
gm(Rgs� Rg� Rs)�  . (22)

Equations 20 to 22 extend equation 19 in three respects. First, Kf has been tied to physics. Second, although typically
small, Rgs has taken its rightful position beside Rg and Rs as a source of noise. Third, the valid frequency range has been
extended by the inclusion of the second-order term a2/2. This has its origin in reference 22, but can now (at room tem-
perature) be more conveniently written as simply a higher-order version of the first two terms (1 and a). The expansion
suggests an overall exponential dependence NFmin�ea. Such an extension, however, appears to overestimate NFmin.
The generalized room temperature Fukui equation agrees very well with the numerical predictions in reference 21. Like
equation 19, equations 20 to 22 have the advantage for device design of explicitly including the important gate and source
parasitic resistances.

The frequency independence of the noise temperature Td suggests that it is not merely a fitting parameter but may have
physical significance. We considered in a two-step process whether the large values invoked are consistent with electron
high-field transport. First, we calculated the values of Td that produced the Kf values for eight FETs from different labs.23

The noise temperatures ranged from 1531K to 5629K, with a median value of 3024K and an average of 3157K. Pospies-
zalski used two values: 3364K and 5514K in this range.

Second, we looked into some of the literature containing numerical FET models that include nonstationary transport.
The output conductance gd in saturation, which is the equivalent circuit element associated with Td, is determined by the
high-field region ∆Li � ∆Lx, where the electrons attain their highest energy.4 We noted this energy for drain biases that
correspond to low-noise operation and translated the measurements into electron temperature. The values ranged from
2200K to 4600K, with a median value of 2700K and an average of 3028K.
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The correspondence of these two sets of data coming from very different origins appears to support Pospieszalski’s
tractable thermal-noise model for the intrinsic FET. With Td � 3100K, equations 20 to 22 predict the gate length and
frequency dependence of NFmin shown in Figure 8. As in Figures 5 to 7, the other device parameters were chosen to
represent our material system and process (described below). We have neglected the effect of the conductances ggs and
ggd. For high-speed FETs used at lower frequencies (for instance, in DBS applications), the noise contribution from ggs

and ggd can become significant.24 

Figure 8

Frequency and gate-length dependence of the minimum
noise figure (modeled).
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Optimized Modulation-Doped AlInAs/GaInAs

From the results of our previous analysis, we now know to look for semiconductor channels with large electron mobility
µ, saturation velocity vsat, and full-channel sheet concentration nso. In addition to being beneficial for the intrinsic and
extrinsic small-signal performance, these parameters increase the maximum drain current

I(max)
d � qWgnsovsat . (23)

A large I(max)
d  is good for driving interconnect capacitances in digital applications. It also increases the signal output

power and improves the large-signal linearity of the device.

Modulation Doping. The first step taken towards higher � and vsat in FET materials was to reduce meff by fanning out in
the periodic table from the column-IV element silicon to compounds made of column-III and column-V elements. GaAs
was the first to be tried for the fabrication of MESFETs.25 Later, a method for separating (by “bandgap engineering”) the
charged electron donors from the mobile electrons was invented. This involved growing the wide-bandgap III-V alloy
AlGaAs epitaxially on GaAs and doping only the AlGaAs.26 The electrons energetically favor the adjacent undoped GaAs
where they experience less scattering, which further increases � and vsat. This method is called modulation doping, and
FETs made on such epitaxial structures are called MODFETs (or HEMTs, for high-electron-mobility transistors).

The introduction of In in the channel reduces the bandgap and improves nso significantly. It also reduces meff even
further. Lattice mismatch of GaInAs to GaAs prevents In mole fractions larger than approximately 30% on GaAs, unless
special growth techniques are employed (discussed later). With an InP substrate, the In mole fractions can approach
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100% for sufficiently thin layers.27 In this material system, the wider-bandgap electron supply layer is AlInAs. The lattice-
matched (and most common) In mole fractions for GaInAs and AlInAs on InP are 53% and 52% respectively. FETs in this
material system (and variations thereof) have, because of their very high vsat (�3 × 107 cm/s) and nso (�3 × 1012 cm–2),
shown the best noise and speed performance of any transistor so far.11,28 

Figure 9

Vth 0 Vsurf

ns

nso

nso

Vg

ÉÉ
ÉÉ

ÎÎÎ
ÎÎÎ
ÎÎÎ
ÎÎÎ
ÎÎÎ
ÎÎÎ
ÎÎÎ
ÎÎÎ

Î
Î
Î
Î
Î
Î
Î
Î

Metal Gate

�b

Hetero-
junctions

Undoped AlInAs
Schottky Barrier
Layer

Doped AlInAs

2DEG in GaInAs
Channeldt

Conduction Band Edge

Fermi Level

Undoped AlInAs Spacers

�Ec

Nd1
dp1

Nd2
dp2

ds1 ds2

(a) (b)

Vg

�d

(a) AlInAs/GaInAs MODFET conduction band diagram and (b) 2DEG charge control.

Channel-Charge Modulation. Figure 9a shows a conduction band diagram for a double-heterojunction double-side
pulse-doped AlInAs/GaInAs MODFET structure, with the important parameters defined. Pulse-doping29 is particularly
important in the AlInAs/GaInAs system because of the rather poor Schottky barrier of AlInAs (Φb � 0.7 V). An undoped
top layer thickness dt�75 to 100Å is used in our process. The additional pulse below the channel is beneficial in
increasing nso.30 In the vicinity of the optimum operating point (ns��nso/2), the electron sheet concentration ns(Vg) in
the channel, where the so-called “two-dimensional electron gas” (2DEG in Figure 9a) resides, is approximately linear
(see Figure 9b):

ns(Vg)�
�(Vg� Vth)

qdgc
 . (24)

The threshold voltage shown in Figure 9b is:

Vth� �b� �Ec� EFo�
qNd1dp1(dt� dp1�2)

�
�

qNd2dp2(dt� dp1� ds1)
�

, (25)

where EFo is a small constant in the Fermi level and dgc is the effective gate-to-channel distance:

dgc� dt� dp1� ds1� �d. (26)

The backside doping pulse Nd2dp2 is determined by considerations described below, and the top doping pulse Nd1dp1 is
determined by the desired threshold voltage. The parameters EFo and ∆d result from the Fermi level moving up in the
well as it is filled with electrons.31 A linear relationship can be assumed:
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EF(ns) � EFo��
q�d
�
�ns . (27)

EFo is typically rather small, and the constant of proportionality between EF and ns has been written in a form that in-
cludes what turns out to be the effective distance ∆d from the top heterojunction to the center of the 2DEG. In a generic
MESFET like the one shown in Figure 1, the electron concentration in the undepleted channel remains essentially con-
stant. Therefore a MESFET gate modulates the channel width, and consequently dgc. Because of the potential well of the
narrowband channel, a MODFET gate modulates the channel electron concentration, while the width of the channel, and
consequently dgc, is relatively Vg independent in a rather wide range. This makes the parallel plate analogy discussed
earlier even more appropriate for a MODFET. In this sense, a MODFET is similar to a silicon MOSFET. The top wideband
electron supply layer plays the role of the gate oxide, but does conduct current as Vg approaches Φb. The number of
heterojunction interface states is negligible, and this is one of the reasons for the success of MODFETs.32

Maximum 2DEG Concentration. For single-side doping, the maximum 2DEG concentration is approximately:31

nso � N2
dl(ds1� �d)2

� 2�Nd1�E(eff)
c �q	 � Nd1(ds1� �d), (28)

� Nd1(ds1� �d),

where the effective conduction-band offset �E(eff)
c  is reduced by the donor-binding energy Ed in AlInAs:

�E(eff)
c � �Ec� Ed� EFo . (29)

This shows the advantage of a large conduction-band offset, a shallow donor level, and a high doping density. The spacer
ds1, inserted to further reduce Coulomb scattering, reduces nso, but can be kept sufficiently small compared to the un-
avoidable ∆d to prevent having a large effect (20Å is a typical value). To calculate the nonlinear approaches of ns to zero
and nso (see Figure 9b), a fully numerical self-consistent calculation that solves both Schrödinger’s and Poisson’s equa-
tions is necessary (for instance, see reference 33). Such calculations can also be used to determine ∆d and EFo by com-
paring the linear part of the ns(Vg) curve to equations 24 to 26. For dc ranging from 50 to 200Å, we found that ∆d is

constant (at 58Å),34 and that EFo is proportional to d�2
c  (like the energy levels in a square potential).These calculations

also show that, to avoid reducing the electron concentration in the high-mobility channel below the value predicted by
equation 28, dc should be �2∆d. This is not surprising given the interpretation of ∆d above. The center of the 2DEG
must be spaced from the bottom heterojunction by at least the same amount (∆d) as it is from the top. The quantum-
mechanical reason is that for small dc more of the electron wave function spills over into the wide-bandgap material. For
double-sided doping, dc�2∆d is a good choice. If dc is much larger, the channel separates into two parallel channels,
with nonoptimum composite gate-modulation characteristics and larger output conductance.4

Because of the backside doping, the backside of the channel starts filling up with electrons at a more negative gate volt-
age than indicated by the threshold voltage defined by linear extrapolation from the optimum gate bias (see equation 25).
The shift is �qNd2dp2dc/ε and is another reason not to use a thicker channel than necessary. With double-side doping, nso

will increase, but because of the finite ∆d, not by a factor of two. With Nd2�Nd1 and ds2�ds1, equation 28 can be used to

predict the actual value after substituting 2Nd1 for Nd1, 2∆d for ∆d, and 2�E(eff)
c  for �E(eff)

c . If we use the parameter

values mentioned above and our typical doping density of 5.5 × 1018 cm�3 and ignore Ed and EFo, we expect backside
doping to increase nso from 3.2 × 1012 cm�2 to 4.4 × 1012 cm�2, a 37% improvement. To avoid an undepleted backside
pulse, which could cause pinch-off problems, the backside doping pulse Nd2dp2 should be kept slightly smaller than the
1.2 × 1012 cm�2 calculated for the maximum possible improvement in nso. This means that dp2 in our example should be
�20Å, and the increase in nso will be somewhat less than 37%.
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Large-Signal Output Power Limitations

From the numbers established above we can expect I(max)
d  in equation 23 to exceed 1.3 A/mm in the AlInAs/GaInAs

system. This is indeed possible,35 but the FET has to be designed with either:

� A very negative threshold voltage

� A reduced distance between the gate and the source

� A gate metal that can be sintered* into the Schottky barrier layer

� A passivation that reduces the free-surface band bending.

The first approach corresponds to shifting the curve in Figure 9b to the left such that there is little difference between

nso and the lower free-surface-limited n�so. This leads to a threshold voltage that is undesirable for most circuit
applications.

The second approach increases the current allowed by the source-side current limiter by reducing its nonlinear resis-
tance. The disadvantage here is that for a typical symmetric gate process, the gate-to-drain distance where ∆Lx would
extend is reduced by the same amount. The electric field Ec can then become so large that the breakdown voltage is
reduced to unacceptable values by impact ionization in the channel. In fact, the small bandgap (Eg � 0.77 eV), which
makes GaInAs so attractive for high-speed operation (Eg ↓  ⇒ ∆Ec ↑ , meff ↓), has the drawback of reducing the maximum
operating drain voltage. Since the high field on the drain side can support a large electron concentration (through Gauss’s
law and the spreading of the electrons4), the free-surface induced current limiting on this side is less severe than on the

low-field source side. If asymmetry in the gate lithography is introduced,36 the trade-off between I(max)
d  and the break-

down voltage BVds can be reduced.

The third approach increases the effective free-surface gating voltage Vsurf by q/ε(Nd1dp1�Nd2dp2)dsinter, where dsinter is

the depth to which the gate metal sinters during a heat treatment. Thus, n�so can approach nso without shifting Vth

negatively.

The fourth approach also increases Vsurf, in this case by the same amount that the band bending is reduced. It has been
indirectly determined that Si3N4 passivation of AlInAs results in a 0.55V surface potential.37 Comparing this to the 0.7V
Schottky barrier (Figure 9a) or the similar free-surface potential, suggests a Vsurf of �0.15V. Combining this approach
with the previous approach can provide a cumulative improvement in Vsurf.

In our present process (described below), the trade-off between I(max)
d  and BVds is shown in Figure 10. Note that only in

the limit of small BVds does I(max)
d   approach its theoretical ideal maximum. BV(off)

ds  in Figure 10 is the off-state drain-

source breakdown voltage38 when Vg�Vth and Id is small (10 mA/mm� 1% of I(max)
d ).19 For transmitters, the maximum

saturated output power Psat is an important parameter. To maximize Psat, it is tempting to let BV(off)
ds  and the knee voltage

V(knee max)
d  determine the load line (see Figure 4). This leads to:

Psat �
1
8

I(knee max)
d

�BV(off)
ds � V(knee max)

d
� . (30)

* Sintered here refers to the gate metal controllably sinking into the Schottky barrier semiconductor layer when it is annealed.
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However, this approach ignores the fact that the on-state breakdown voltage39 BV(on)
ds  has a complicated dependence

on the drain current, as shown in Figure 11. The theoretical BV(on)
d  curve is the locus of constant (M�1)Id, where M

is the carrier multiplication factor calculated from the numerical integral (along the channel) of the impact ionization
coefficient α. This value of α increases exponentially with the channel field Ec. Ec, together with Id, is calculated semi-
analytically.4 Ec(y) in Figure 1b was calculated for a 0.11-µm MODFET biased for maximum gmx at Vd �1.5V. As

Figure 11 shows, BV(on)
ds  drops rapidly as Id increases from the off state. This is because of an increase in both the

current and the channel field. BV(on)
ds  reaches a minimum at an intermediate Id close to maximum gmx where the max-

imum channel field is large. At higher currents the field drops, and since the field is critical in determining the impact
ionization, the latter is reduced despite an increasing Id.

Circuit designers must stay away from the on-state breakdown region with some margin, particularly for the bias point.
The primary reason is that on-state breakdown can degrade these FETs. In fact, the open circles in Figure 11, which

cluster nicely around the theoretical BV(on)
ds  line, are experimental burnout points, measured here without a padding

series resistance, which would have reduced the spread in burnout voltage. The calculated secondary drain current,
which we used to define destructive breakdown, was chosen based on the burnout of a FET on an earlier wafer.

Circuit designers are advised not to exceed 2V for V(bias)
d , although this may still be too aggressive. We are presently in-

vestigating limits set by long-term reliability requirements. For low-noise applications, impact-ionization induced effects
are of less concern. The more conservative load line in Figure 11 leads to a more modest saturated output power ex-

pressed in terms of the maximum bias V(bias max)
d � BV(on min)

ds  :

Psat �
1
4

I(knee max)
d

�V(bias max)
d � V(knee max)

d
� . (31)

At these lower drain voltages, ∆Lx is kept small and the high-speed properties of the device are maintained.
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Optimized Process from HP Laboratories

Our AlInAs/GaInAs MODFET process development was guided by the lessons discussed earlier in this article and a con-
cern for manufacturability. Typical FET characteristics are shown in Figure 4 and listed in Appendix A. Realistic predic-
tions of the frequency dependence of microwave gain and noise figure are shown in Figures 5, 6 and 8.

Epitaxial Structure, Ohmic Contacts, and Recess Etching. The epitaxial structure of our basic single-doped FET is
shown in Figure 12. It is grown by molecular beam epitaxy (MBE). Because the top two layers are not present in
Figure 9 (they are etched away where the gate will be located), they deserve some discussion here. Their task is two-
fold: to provide for low parasitic resistances Rs and Rd and a well-defined, uniform, and reproducible threshold voltage.
The first task is accomplished by the choice of material (GaInAs and GaAs, rather than AlInAs) and by maximum doping
(6 to 12 × 1018 cm�3). This results in a low barrier for the electrons, and therefore low tunneling resistance. We get repro-
ducibly low Rc without alloying the contacts. The control and reproducibility of MBE and metal deposition are far better
than alloying processes.

Figure 12
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To accomplish the second task of a uniform reproducible threshold voltage, selective recess etching is required. A two-
step wet recess process has been developed for this purpose. The first solution etches GaInAs, but slows down signifi-
cantly once the thin GaAs layer has been reached, enough to allow sufficient lateral etch before the GaAs layer is
consumed. This lateral etch allows for a significant ∆Lx (�0.1 µm, see Figure 1b), so that the breakdown voltage is
sufficient. The second etch consumes what is left of the GaAs layer and literally stops on the underlying In-containing
layer. This is paramount for attaining threshold control.

The amount of lateral etch determines where on the I(max)
d � BV(off)

ds  trade-off line the FETs fall (see Figure 10). The

amount of lateral etch also affects the V(knee)
d  of the FETs, since Rs and Rd have a nonnegligible component associated

with these etched higher-resistance regions.40 Therefore, the lateral etch has an impact on the saturated output power, as



�����
��� ����� • � ���� 	��������
��
��� 
����
�16�������� �� � •  � ����� 	��������
��
��� ����
��

shown in equation 31. There is no lateral-etch stop, but as the etch proceeds, it is not replenished as rapidly as it is de-
pleted. The etch rate is eventually reduced to zero.

0.1-mm T-gates by E-beam Lithography. Several methods for defining ultrashort gates have been developed at HP,  based
on optical lithography. These use angle evaporation,9,29 self-limiting oxide spacer self-alignment,4 or phase-shifting
techniques.42 In the present process, however, the gates are defined by direct e-beam writing in a trilayer resist.41 This
results in a 0.12-�m gate cut in the bottom layer resist after development (see Figure 12). Shorter gates can be defined
with this approach (see Figure 13), but the requirements for high power gain, acceptable breakdown voltage and output
power, and reproducibility are met with the present 0.12-�m gates. Because fringing fields modulate the 2DEG, the

electrical gate length is approximately �30 nm longer than the 0.12 µm metallurgical value. Considering this, g(sq)
d

in equation 6 (the intrinsic output conductance normalized to a square channel) is 11 �S. The transconductance in

Appendix A corresponds to a saturation velocity (vsat) of� 3 × 107cm/s. As discussed earlier, we consider vsat and g(sq)
d

to be nearly fundamental material parameters—essentially independent of gate length—and therefore essential in device
optimization.

Figure 13

Sub-0.1-�m T-gate fabricated with direct e-beam writing in
trilayer resist.

80 nm

The opening in the top layer resist (called ZEP) is larger because of a stronger, low-contrast developer. The process pro-
duces an ultrashort gate after metal deposition and liftoff, yet has a small gate access resistance along the gate width.
The formation of a T-gate (Figures 12 and 13) with a single e-beam exposure is made possible by the inertness of each
of the two resists to the other’s developer.41

For low fringing capacitance Cfs (also after Si3N4 overcoat), the wide top of the T is sufficiently spaced (by the bottom
ZEP) from the heavily doped contact layers and the source and drain contacts. This results in a very healthy extrinsic
current-gain cutoff frequency fTx (Figure 5 and Appendix A), which is necessary for millimeter-wave applications. The
large aspect ratio Lg/dgc�5 results in large gm/gd and low Cfs/Cgs, which promote a high fmax. To allow comparison with
published values for other high-speed processes, fmax in Appendix A is the value extrapolated at �20 dB/decade, despite
the cautionary tone in the first section of this article. The real fmax is probably closer to the 214 GHz as predicted in
Figure 6.

http://www.hp.com/hpj/98feb/fe98a4a.pdf
http://www.hp.com/hpj/98feb/fe98a4a.pdf
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Noise and Power. The low noise and high gain of the FETs at low drain bias make DBS (direct broadcast satellite) the
primary area of application for this technology. The 12-GHz noise figure quoted in Appendix A is only 0.07 dB higher
than the model predicts (see the section “Minimum Noise Figure”). Part of this discrepancy comes from not including the
leakage components ggs and ggd in the model.

As indicated in Appendix A, the FETs can also produce good millimeter-wave output power. Of the methods discussed
earlier in “Large-Signal Output Power Limitations” for increasing the drain current with maintained acceptable break-
down voltage, we have presently implemented a Pt-sintered gate process. The saturated output power at 60 GHz with
a 2V drain bias scales nicely with gate width (see Figure 14) and corresponds closely to a simple dc estimate given in
equation 31. The output power at 1-dB gain compression is approximately half of the saturated power.

Figure 14

Optimum MODFET output power versus gate width at Vd = 2V
and f = 60 GHz.
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Reproducibility and Manufacturability. Given the deep submicrometer dimension of the gate cut, controlling the unifor-
mity and reproducibility of the parameters with wet chemistry is nontrivial, even with the built-in vertical and lateral etch
control. The controlled reproducible initiation and quenching of wet etching in small semiconfined openings that have
poor aspect ratio require special techniques. The threshold voltage control evident in Appendix A is based on whole or
partial two-inch wafers processed in HP Laboratories’ R&D environment. Similar or better uniformity and reproducibility
were demonstrated on full three-inch wafers at HP’s manufacturing divisions. This similarity indicates that the etching
techniques are effective and transferrable.

The characteristics summarized in Appendix A are particularly attractive because they represent a FET process that is
designed for manufacturability. The benefits of nonalloyed ohmic contacts, single e-beam exposure, and selective recess
etching have already been shown.

As mentioned earlier, the natural lattice-matched substrate for these FETs is InP. With HP’s history in GaAs RFIC and
MMIC manufacturability,43 this presents a barrier for transfer to HP’s divisions. Relative to GaAs, InP substrates are
more expensive and more brittle. This is particularly true for three-inch wafers or larger. Therefore, there is a degree of
incompatibility between the existing HP III-V FET/MMIC manufacturing infrastructure and a FET process on InP. This
obstacle has been overcome, as shown in Figure 12, by a linearly graded low-temperature buffer technology,44,45 which
allows the use of a GaAs substrate for the fabrication of high In-mole-fraction FETs. The lattice constant is varied from
GaAs to InP by gradually replacing Ga in AlGaAs with In over 1 µm, so that, at the top of the buffer, AlInAs is being
grown. The vast majority of the misfit dislocations generated in this process remains confined to the buffer layer. The

http://www.hp.com/hpj/98feb/fe98a4a.pdf
http://www.hp.com/hpj/98feb/fe98a4a.pdf
http://www.hp.com/hpj/98feb/fe98a4a.pdf
http://www.hp.com/hpj/98feb/fe98a4a.pdf
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threading dislocation density in the device layers is below the 107 cm�2 limit observable in TEM (transmission electron
microscopy) as shown in Figure 15. For comparison, attempts at growing AlInAs directly on GaAs leads to �109 cm�2

threading dislocation density. It is possible that the reason for the confinement of the dislocations close to the GaAs sub-
strate is the lower yield strength of material with less In.46 We have not observed any reduction in FET performance as a
result of the switch to GaAs substrate.19 The approach allows quite a bit of freedom in the choice of In mole fraction. The
conduction band offset (∆Ec) is maximum for about 30% In,47 which could lead to larger full-channel sheet concentration
(nso) and breakdown voltage (BVds). However, it would also make it harder to achieve good contact resistance (Rc) with
nonalloyed ohmic contacts because of the larger band gaps involved.

Figure 15

Transmission electron microscopy (TEM) of an InGaAs/
AlInAs MODFET structure grown on a GaAs substrate
by linear grading of a 1-�m buffer layer. All observable
dislocations are in the buffer layer.

Device Material 107 Dislocations/cm2

Linearly Graded Low-Temperature Buffer Layer

GaAs Substrate

Circuit Results

Several types of circuits have been fabricated with our FET MMIC process. By careful optimization, and using models
that have now been extracted, we expect the already good performance to improve even further. Figure 16a shows
a three-stage broadband MMIC amplifier designed with top-side coplanar transmission lines. The design is based on
reference 48. Figure 16b shows the gain in V-band (50 to 75 GHz). The gain is 25 dB at 50 GHz and drops 3 dB at 68 GHz.

Given the uncertainty in the number of dislocations that thread through the device layers, we were interested in the yield
of a more complex circuit. Figure 17a shows a static divide-by-4 circuit with a total of 97 FETs, 49 of which have
0.12-µm gates. The others are used for level shifting and have 0.3-µm gates.

The average yield for four wafers, three on GaAs and one on InP, was 45%. Two of the three GaAs wafers had a higher
yield than the InP wafer. In estimating the dislocation density from the yield numbers, we assumed that:

� There is a uniform threading dislocation density.

� The yield loss is due exclusively to dislocations.

� Only 0.12-µm switching FETs are affected by dislocations through the gate area.

We are aware that the second assumption is not true because other mechanisms, such as gate peeling, are also yield
limiters. The third assumption excludes the possibility that 0.12-µm current sources and 0.35-µm level-shifting diodes are
also critically affected by dislocations through the gate area. Therefore our 5 × 105 cm�2 estimate is an upper limit of an
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Figure 16

(a) Three-stage feedback MMIC amplifier, and (b) its V-band frequency response. The traces correspond to different circuit loca-
tions on the 2-inch wafer.
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(a) Static divide-by-4 circuit, and (b) its input sensitivity curve.
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effective uniform density of harmful threading dislocations. This is indeed below the TEM detection limit, and low
enough to yield useful circuits. Input sensitivity up to 31 GHz was measured on-wafer (see Figure 17b).

We have taken the process to a more complex level by integrating high-speed p-i-n photodetectors. We have demon-
strated discrete fine-geometry detectors with bandwidths exceeding 50 GHz. Figure 18a shows a circuit49 similar to the
amplifier in Figure 16a but with a backside illuminated photodetector replacing the electronic input. The measured
bandwidth of this photonic MMIC is 29 GHz (see Figure 18b). The response is well-modeled, and is limited by the
capacitance of the p-i-n diode and a larger-than-typical Rs for the FETs used in this early attempt. We predict consider-
ably better gain and bandwidth by using a smaller p-i-n detector along with our present FETs.
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Figure 18

(a) Photonic MMIC amplifier, and (b) its frequency response. Substrate = InP.
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Process Development at HP Manufacturing Divisions

The demonstrated performance of MMICs, small digital demonstration circuits, photonic MMICs, and the demands for
increased speed and volume of wireless communications make this technology attractive to HP for many applications.
HP’s Communication Semiconductor Solutions Division (CSSD) has a primary interest in the low-noise and high-gain
quality of the discrete FETs. The noise and gain data in Appendix A were taken by CSSD at the most common DBS fre-
quency of 12 GHz. CSSD has successfully transferred the MBE structure, the nonalloyed ohmic contacts, and the gate-
recess etch solutions to its 3-in GaAs fabrication facility. Figure 19 is an example of the level of control that has been
achieved. It shows the sorting charts of four important dc parameters over a 3-in wafer for 247 200-µm-wide FETs. Idss is
the drain current in saturation with zero Vg. Idss is an important parameter for classical depletion-mode processes with

negative Vth and low gmx at zero Vg. Idss is then essentially equal to I(max)
d , the parameter that best describes the available

current in a FET. In our process, however, Idss occurs close to maximum gmx. Having gmx peak at Vg�0 is desirable for
circuit design and is made possible because of the process optimization described in this article. However, since gmx is
quite large, a standard deviation �gmx or �Vth

 can contribute significantly to �Idss
. In fact, they will dominate, given that

MBE-induced variations are typically negligible compared to those induced by the gate process. The fraction of �I(max)
d

that also contributes is small. Given the sensitivity of Idss to the high gmx, we were pleased to see the good control exhib-
ited in Figure 19a. A sizable fraction of the 31 FETs (217 to 247 in Figure 19a) had an abnormally large Idss because
they were too close to the wafer periphery where the material quality is lower or the gates are not exposed. The 32 FETs
(1 to 32 in Figure 19a) with zero Idss failed for undetermined reasons and had to be considered a 15% yield loss. This
corresponds to a 5�105 cm�2 maximum uniform threading dislocation density, which is consistent with the earlier esti-
mate. The 63 deviant FETs show up at different places in the sorting curves for gmx (Figure 19b), Vth (Figure 19c), and
the reverse gate leakage (Figure 19d). Using the values from Figures 19b and 19c one  finds that   �Idss

 (� 25 mA/mm)

is indeed dominated by �Vth
 and �gmx, since:

	�gmx��Vth



2
� 	�Vth��gmx



2� � 24 mA�mm .
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Figure 19

CSSD dc sorting charts for (a) Idss, (b) gmx, (c) Vth, and (d) reverse gate leakage (Vd = 1V, Id = 50 mA/mm) for 247 200-�m-wide FETs
over a 3-inch wafer.

The uniformity exhibited in Figure 19 by a 3-in wafer processed in CSSD’s manufacturing environment is better than
typically achieved on full or partial 2-in wafers in HP Laboratories’ R&D environment. The low reverse gate leakage
(�3.5 µA/mm in Figure 19d) allows CSSD to achieve a low noise figure at the relatively low frequency of 12 GHz (see
Appendix A).24

HP’s Microwave Technology Division (MWTD) addresses different businesses than CSSD. Microwave output power is of
primary importance for most of the present markets. Despite the inherently lower breakdown voltage of InGaAs FETs,
the high-speed performance of these devices still make them attractive at high frequencies,1 where most higher-power

processes run out of steam. The InGaAs-channel makes up, to some extent, for the low BV(on min)
ds  by having a large

I(knee max)
d  . With optimum lateral recess (see Figure 10) and output load match, useful output power can still be

achieved as shown in equation 31 and Figure 14. This provided the motivation for a cooperative effort between HP Lab-
oratories and MWTD, which has demonstrated that the process can be reproduced in MWTD’s 3-in GaAs manufacturing
environment (see Appendix B).

Standard GaAs manufacturing unit processes account for about 85% of the steps. Other steps, such as gate lithography
and recess, are kept nominally identical to those of HP Laboratories. To achieve 0.1-µm gates, the gate lithography
is done at HP Labs with the e-beam process discussed earlier. FET performance and uniformity have been reproduced.

http://www.hp.com/hpj/98feb/fe98a4a.pdf
http://www.hp.com/hpj/98feb/fe98a4b.pdf
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As with CSSD, the MBE growth expertise has been transferred. We believe that the manufacturability of the process has
been successfully demonstrated, and hope that it will become an asset to HP’s high-frequency circuit designers.
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